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ABSTRACT: Quantitative analysis of aluminum-silicon (Al-Si) alloy microstructure is crucial for evaluating and
controlling alloy performance. Conventional analysis methods rely on manual segmentation, which is inefficient and
subjective, while fully supervised deep learning approaches require extensive and expensive pixel-level annotated data.
Furthermore, existing semi-supervised methods still face challenges in handling the adhesion of adjacent primary
silicon particles and effectively utilizing consistency in unlabeled data. To address these issues, this paper proposes a
novel semi-supervised framework for Al-Si alloy microstructure image segmentation. First, we introduce a Rotational
Uncertainty Correction Strategy (RUCS). This strategy employs multi-angle rotational perturbations and Monte Carlo
sampling to assess prediction consistency, generating a pixel-wise confidence weight map. By integrating this map into
the loss function, the model dynamically focuses on high-confidence regions, thereby improving generalization ability
while reducing manual annotation pressure. Second, we design a Boundary Enhancement Module (BEM) to strengthen
boundary feature extraction through erosion difference and multi-scale dilated convolutions. This module guides the
model to focus on the boundary regions of adjacent particles, effectively resolving particle adhesion and improving
segmentation accuracy. Systematic experiments were conducted on the Aluminum-Silicon Alloy Microstructure
Dataset (ASAD). Results indicate that the proposed method performs exceptionally well with scarce labeled data.
Specifically, using only 5% labeled data, our method improves the Jaccard index and Adjusted Rand Index (ARI) by
2.84 and 1.57 percentage points, respectively, and reduces the Variation of Information (VI) by 8.65 compared to state-
of-the-art semi-supervised models, approaching the performance levels of 10% labeled data. These results demonstrate
that the proposed method significantly enhances the accuracy and robustness of quantitative microstructure analysis
while reducing annotation costs.
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1 Introduction

Quantitative analysis of microstructure plays a crucial role in the field of materials science, especially in
controlling the performance of metals or alloys [1]. Traditional methods mainly rely on manual labeling tech-
niques for researchers to carefully segment particles in the microstructure and subsequently use specialized
software tools for quantitative analysis. However, this approach is not only ineflicient and time-consuming,
but also often involves strong subjectivity, making it difficult to ensure objectivity and accuracy of the analysis
results [2]. In view of this, researching computer algorithms that can quickly identify the microstructure
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characteristics of materials and accurately extract their characteristic parameters is particularly important
to improve the efficiency and accuracy of alloy material research and development, reduce the influence of
subjective factors in material analysis, and promote innovative development in the field of materials science,
providing strong support for optimizing the performance and expanding the applications of alloy materials.

With the rapid development of deep learning technology, numerous research papers [3-14] have
achieved significant results in image segmentation tasks. Ronneberger et al. [3] proposed an innovative
end-to-end U-shaped network (U-Net), which cleverly combines an encoding and decoding structure and
introduces a skip connection mechanism to effectively integrate shallow and deep spatial information,
significantly improving segmentation accuracy. Kim et al. [4] developed an efficient data mining technology
that utilizes texture analysis filters for feature extraction and combines BGMM clustering methods to
achieve precise segmentation of low carbon steel microstructure images acquired under different imaging
conditions. Azimi et al. [5] used a maximum voting strategy to innovatively construct the MVFCNN model,
which significantly improves the segmentation performance of steel microstructure images by retaining
discriminative texture information that is closely related to the microstructure category. Strohmann et al. [6]
designed a unique pixel-wise weighted loss function that assigns higher weights to silicon and silicon-
aluminum alloy interphase regions in aluminum-silicon alloys, thereby enhancing the model’s focus on
microstructure-related regions and effectively improving the segmentation performance of aluminum-
silicon alloy microstructure images. Ma et al. [7] proposed a symmetric overlapping tiling strategy for
the segmentation of high-resolution microstructure images of Al-La alloys, while addressing the issue of
contamination formed during sample preparation by further introducing a symmetric correction strategy,
effectively eliminating model errors caused by contamination. In addition, Liu et al. [8] proposed a weighted
neural network model for detecting boundary in polycrystalline microstructure images. The model guides
the network to focus on the geometric and topological features of grains by customizing adaptive boundary
weights for each pixel in the grain, thus achieving high-precision boundary detection. Zhao et al. [9]
proposed a two-stage neural network construction method for the classification and segmentation of
titanium alloy microstructure features. The model can automatically extract and compute titanium alloy
feature parameters, providing powerful support for in-depth research on titanium alloys. Chen et al. [10]
incorporated three different visual attention mechanisms into the basic model to investigate the impact of
visual attention mechanisms on steel microstructure segmentation performance, providing new ideas for
improving steel microstructure segmentation accuracy. For the segmentation of material microstructure
images with blurred boundary, Lai et al. [11] proposed two targeted methods: for materials with a certain
number of sample microstructure images, feature extraction using machine learning methods is used for
effective segmentation; for images with very blurred boundary, graph-theoretic complex network methods
are used to significantly improve the segmentation performance of blurred boundary material microstruc-
ture images. Panda et al. [12] used generative adversarial models for steel microstructure image segmentation,
which can accurately identify different grains and mark the grain boundary. Considering the scarcity of
existing literature on steel microstructure image data, they further proposed a convolutional neural network-
based framework for generating enough real label data to assist in steel microstructure image segmentation
tasks. Chen et al. [13] innovatively proposed an instance segmentation framework for aluminum alloy
microstructure images by combining different loss functions. The framework can achieve automatic instance
segmentation of aluminum alloy microstructure images, providing a powerful tool for in-depth research on
aluminum alloys. Zhang et al. [14] proposed an improved and optimized nonlocal attention module for the
difficult problem of segmenting the non-cutting phase in alloy material microstructure images. The method
effectively improves the segmentation accuracy and robustness of high-temperature alloy microstructure
images by reusing and stacking similarity matrices from different angles.
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In the field of metal materials, aluminum-silicon alloys have attracted much attention for their excellent
performance and wide range of applications, especially in key industries such as automobiles, electronics,
and aerospace [15]. The main reason for their popularity is their low thermal expansion coeflicient and
excellent wear resistance, which maintain stable performance in a complex working environment. However,
the realization of these excellent properties mainly depends on the size, shape, and distribution of primary
silicon particles in the microstructure of aluminum-silicon alloys. Therefore, in-depth quantitative analysis of
the microstructure of aluminum-silicon alloys is particularly important, and accurately defining the primary
silicon particles in the microstructure is a key prerequisite and foundation for achieving this analysis goal.

Currently, image segmentation techniques based on fully supervised learning have demonstrated
significant effectiveness in automatic segmentation of microstructure images of Al-Si alloys. However, fully
supervised models still face two major challenges in the training process. Firstly, the training of the model
requires a large amount of labeled images of Al-Si alloy microstructure, which often contain numerous
differently shaped primary silicon particles. Therefore, annotating all primary silicon particles in pixels with
fine detail is not only a time-consuming and labor-intensive task, but also poses certain difficulties for
practical applications. Secondly, during the training process, the model may sometimes make false positives
by incorrectly identifying two or more originally independent primary silicon particles as a single particle.
This type of misclassification can directly affect subsequent quantitative analysis of the alloy microstructure,
leading to significant errors.

In the field of semi-supervised image segmentation, where only a subset of training images has
complete pixel-level labels, while most images are unlabeled, utilizing these unlabeled images can improve
model accuracy and generalization ability. In recent years, various semi-supervised learning-based image
segmentation methods have been proposed [16-21]. Among them, Luo et al. [16] developed a semi-
supervised image segmentation technique called Uniformity Regularization Pyramid Consistency (URPC)
inspired by the pyramid feature network. The method guides the model to learn useful information from
unlabeled data by minimizing the difference between each pyramid prediction and its average value. In
addition, Yu et al. [17] proposed an uncertainty-aware self-ensembling mean teacher framework (UA-MT)
for semi-supervised LA segmentation, enabling the student model to gradually learn from meaningful and
reliable targets using uncertainty information. Tarvainen and Valpola [18] proposed the Mean Teacher model
(MT), which consists of a student model and a teacher model with the same network architecture. The
teacher model is updated using an exponential moving average (EMA) scheme. For labeled data, the student
model receives supervision from the labels; for unlabeled data, the student model learns from the teacher
model’s output and strives to produce similar outputs. Luo et al. [19] proposed a dual task consistency semi-
supervised segmentation framework that combines pixel-level classification and level set function regression
tasks. This framework can fully leverage unlabeled data and effectively capture global shape information. Li
et al. [20] proposed a Hierarchical Consistency Regularization Mean Teacher framework (HCMT), which
applies consistency regularization to the outputs of the student model through multi-scale deep supervision
and hierarchical optimization to achieve more reliable output results. Additionally, Li et al. [21] proposed a
novel shape-aware semi-supervised segmentation strategy (SASS) that aims to fully leverage unlabeled data
and impose geometric shape constraints on segmentation output. This method introduces an adversarial
loss between predictions of labeled and unlabeled data to enable the network to more effectively capture
shape-aware features.

Based on the above discussion, effectively utilizing unlabeled data to prevent it from being mistakenly
regarded as noise and enhancing the efficiency and generalization ability of image segmentation models has
become a core issue of semi-supervised image segmentation research. Especially in the field of aluminum-
silicon alloy microstructure image processing, existing network models face significant challenges when
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processing adjacent primary silicon particles, which easily lead to phenomenon between particles. To address
this, this paper proposes two solutions. Firstly, an innovative semi-supervised segmentation framework is
proposed. This framework performs multi-angle rotation processing on aluminum-silicon alloy microstruc-
ture image data and inputs it into the model for computation. Subsequently, the rotated data is inversely
operated, and the mean value is calculated, followed by using a confidence filtering mechanism to generate
a confidence weight map. This weight map is used to weight loss and guide the model to focus more on
regions with higher confidence, thereby significantly improving the segmentation quality and generalization
performance of the model. Secondly, a carefully designed boundary enhancement module is proposed. This
module can effectively guide the model to pay more attention to the boundary regions of adjacent primary
silicon particles. Through this design, the model can more accurately separate adjacent primary silicon
particles, significantly improve the boundary segmentation effect of primary silicon particles, and eftectively
reduce sticking between neighboring particles. In summary, the main contributions of this paper include:

(1)  Arotational uncertainty correction strategy (RUCS) was proposed and implemented, which was deeply
integrated into the loss function. The loss calculation was optimized through a dynamic weighting
mechanism to improve the generalization ability of the model, greatly reducing the pressure of manual
annotation of silicon particles in aluminum-silicon alloy microstructure images.

(2) Aboundaryenhancement module (BEM) was designed and implemented. By strengthening boundary
feature extraction and refinement processing, the segmentation accuracy of the silicon particle
boundary was significantly improved, and the adhesion phenomenon between adjacent particles was
effectively reduced.

(3)  System experimental verification was carried out on the aluminum-silicon alloy microstructure Image
dataset (ASAD). When only 5% of the labeled data is used, compared with the existing optimal semi-
supervised model, the Jac and ARI indicators of the proposed model are improved by 2.84 and 1.57
percentage points, respectively, and the VI is reduced by 8.65, and the performance is close to the level
of 10% labeled data; when the labeled data reaches 10%, Jac and ARI are improved by 0.41 and 0.35
percentage points, respectively, and the VI is reduced by 3.44 percentage points. In some scenarios,
the performance exceeds the model trained with 20% labeled data. The experimental results strongly
prove the effectiveness and significant superiority of the proposed method.

2 Method

To better illustrate the training process of the model, first set a training set D, which contains a labeled
image set L and an unlabeled image set U, where L is much smaller than U. Represent the labeled image set
and the unlabeled image set respectively as DL = {(x_i,y_i),i=1,...,L}and DU={x_i,i=L+1, L+ U}. The
final training set is represented by the set D = DL + DU, where x represents the input image and y represents
the corresponding segmentation label image.

Secondly, a student-teacher model is constructed, where the teacher model and student model have
the same structure but do not perform backpropagation. After supervised learning, the student model
obtains parameters 0, which are passed through a moving average weighted EMA to the teacher model. The
parameters of the teacher model are the average of the student model’s parameters obtained from several
consecutive iterations, as shown in Eq. (1). The parameters 8’ of the teacher model at iteration ¢ during
training are as follows:

0 =ab,_,+(1-a)b, ey



Comput Mater Contin. 2026;87(1):20 5

In this paper, the hyperparameter « controls the decay rate of EMA and is set to 0.99. The teacher model
uses the EM A weights of the student model instead of sharing weights with the student model, because EMA
can summarize all learned information after each iteration and stabilize the training process by smoothing
weight fluctuations, thereby effectively improving model performance. In addition, since EMA improves the
output quality of all layers (not just the last layer), the model can more accurately represent mid-level and
high-level semantic information.

Fig. 1 presents the semi-supervised segmentation framework (RUCS-BE-MT) for aluminum-silicon
alloy microstructure images, whose core consists of the segmentation network BE-Unet, Boundary Enhance-
ment Module (BEM), and Rotational Uncertainty Correction Strategy (RUCS). In terms of data processing
logic, the Mean Teacher (MT) generates unlabeled samples solely through simple perturbations such as
flipping and cropping, relying on EMA smoothing to maintain training stability but failing to assess the
prediction reliability of perturbed samples. Although UAMT incorporates uncertainty filtering based on
single-view prediction entropy, it still does not address the measurement issue of “multi-view prediction
consistency”. To tackle this problem, the RUCS strategy in the proposed framework generates four-
angle samples via rotational perturbations. After independent forward propagation and inverse rotation
correction, uncertainty is defined based on multi-view prediction consistency, enabling more accurate
selection of unlabeled data. In terms of feature extraction, both MT and UAMT adopt the basic U-Net
architecture, only recovering details through skip connections, which makes it difficult to capture the blurry
grain boundary in aluminum-silicon alloys. In contrast, BE-Unet integrates the BEM module, featuring
a design of “extracting boundary features via erosion difference and expanding receptive fields through
multi-scale dilated convolution”, which targeted enhances the discriminability of boundary features. Based
on the designs, the framework simultaneously achieves “unlabeled data quality control” and “boundary
feature enhancement”. The design details, theoretical foundations, and operational mechanisms of each core
component will be elaborated on sequentially in the subsequent sections.
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Figure 1: Overall architecture diagram of RUCS-BE-MT

2.1 BE-Unet

Due to the powerful capabilities demonstrated by U-Net in the field of image segmentation, we use
U-Net as the basic segmentation model and embed a BEM into it, as shown in Fig. 2. BE-Unet consists
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of an encoder (shown on the left side of Fig. 2) and a decoder (shown on the right side of Fig. 2). The
encoder part is composed of 10 convolution blocks with 3 convolution kernels and 4 max pooling layers,
where the convolution blocks are responsible for extracting potential features from the image, and the
max pooling layers are responsible for downsampling the image to reduce its resolution and accelerate
network training. The decoder part consists of eight convolution blocks with three convolution kernels, four
bilinear interpolation blocks, four BEMs, and one convolution block with a kernel size of one. The bilinear
interpolation blocks are responsible for upsampling the image from a low resolution to a high resolution,
gradually restoring it to the same size as the input image. The convolution block with a kernel size of one
is responsible for outputting the final segmentation result. In BE-Unet, the skip connections between the
encoder and decoder are used to alleviate information loss caused by downsampling operations, which is
useful for recovering the details of primary silicon particles in aluminum-silicon alloys microstructure.
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Figure 2: Overall architecture diagram of BE-Unet model

As shown in Fig. 3, we present the detailed structure of BEM, which includes two main steps: boundary
extraction and boundary enhancement. First, boundary extraction is performed by simulating the erosion
effect through a max pooling operation, which reduces the size of primary silicon particles, and then obtains
the boundary features of primary silicon particles by subtracting the erosion feature map from the original
feature map. To achieve the hierarchical extraction of boundary features of primary silicon particles, this
study introduces dilated convolutions with dilation rates of 1, 3, 5, and 7, with reference to the convolutional
module PMCB proposed by Fu et al. [22]. Such an increasing configuration enables efficient capture and
integration of multi-scale features while controlling computational overhead, thus effectively capturing
multi-scale feature information ranging from the fine edges of particles to the agglomerated regions. We also
performed channel fusion to increase feature dimension and obtain richer feature expression, followed by
max pooling and average pooling operations on the fused features to preserve the most prominent features
within each channel and consider information from the entire channel feature map more evenly, respectively.
Subsequently, we added pixels one by one to combine the advantages of both methods, normalized them
using a sigmoid function to restrict the value range to zero to one, and multiplied them by a normalized
boundary attention weight map to obtain weighted boundary features. Finally, we added them to the original
feature map to integrate primary silicon particle information and obtained the enhanced boundary feature
map of primary silicon particles. Specifically, by enhancing boundary features, the BEM enables the model
to generate more distinct and sharper feature responses in the adherent regions of adjacent grains. This
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clarification at the feature level reduces the model’s prediction variance in these complex regions during
subsequent Monte Carlo sampling of RUCS, thereby allowing the adaptive weight map generated by RUCS
to more accurately identify boundary regions as “high confidence” regions. In turn, the strong gradient
weights assigned to high-confidence regions by RUCS will further guide and strengthen the boundary feature
extraction capability of the BEM during backpropagation.
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Figure 3: Overall architecture diagram of BEM

2.2 RUCS

Semi-supervised learning aims to train models using a small amount of labeled data and a large volume
of unlabeled data, and how to effectively utilize these data remains a key challenge in this field. The proposed
RUCS is designed to increase the weight of deterministic regions in the model, enabling the model to
gradually correct uncertain regions and enhance its robustness and generalization ability. This method
integrates two key technologies in semi-supervised learning: the Monte Carlo algorithm and uncertainty
estimation [23]. The Monte Carlo algorithm is a numerical method based on random sampling, which
approximates the properties of target functions or probability distributions by leveraging the statistical
characteristics of samples drawn from probability distributions; in semi-supervised learning, it is often
used for multiple random forward propagations to statistically map the probability distribution of feature
maps. Uncertainty estimation refers to the process of quantitatively evaluating the confidence or reliability of
model prediction results—since semi-supervised learning models are typically trained on limited datasets,
their parameter spaces are not fully constrained, leading to prediction uncertainty (i.e., the same input may
produce different outputs). By quantifying the confidence of prediction results under different conditions,
uncertainty estimation can weaken the supervisory contribution of low-confidence pixels and strengthen
that of high-confidence pixels, thereby improving the model’s generalization ability.

Algorithm and uncertainty estimation, the specific structure of RUCS is illustrated in Fig. 4. Firstly, the
aluminum-silicon alloy microstructure images are rotated by four angles (0°, 90°, 180°, 270°); due to the
lack of rotation invariance in convolutional operations, the prediction results of rotated images input into
the model are inconsistent with those of the original image, and this characteristic is utilized to introduce
feature perturbations consistent with the data distribution into the model. The forward propagation process
of the four rotated images is equivalent to unbiased Monte Carlo sampling from the model’s prediction
distribution—where the joint distribution of sampling results is consistent with the model’s true prediction
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distribution. By calculating the mean of the sampling results (i.e., the segmentation probability maps
corresponding to each rotation angle), the pixel-wise predicted expected value is obtained; meanwhile,
Kullback-Leibler (KL) divergence is used to quantify pixel-wise prediction uncertainty, specifically by
computing the KL divergence between the predicted probability distribution of each single rotation angle
and the mean distribution. A larger KL divergence value indicates a more significant difference between
the single-angle prediction and the average prediction, corresponding to high-uncertainty regions such as
blurry boundary or confusing adjacent grains, while a smaller value represents stable predictions and high
confidence. Subsequently, based on the KL divergence results, an exponential decay function is used to
generate a continuous pixel-wise confidence weight map (instead of the traditional fixed-threshold binary
map), which smoothly maps the uncertainty to the interval [0, 1]: high-confidence pixels (with low KL
divergence) correspond to weights approaching 1, and low-confidence pixels (with high KL divergence) cor-
respond to weights approaching 0, realizing adaptive quantification of pixel confidence. This weight map is
then integrated into the loss function to perform pixel-wise weighting of the unsupervised consistency loss—
enhancing the gradient feedback of high-confidence regions during backpropagation while suppressing the
interference signals from low-confidence regions. This adaptive weight mechanism without fixed thresholds
not only avoids the rigid segmentation problem caused by fixed thresholds but also has strong tolerance to
sampling noise and calculation errors due to the unbiasedness of Monte Carlo sampling and the smoothness
of the exponential decay function, significantly enhancing the robustness of the model under limited labeled
data and effectively alleviating the confirmation bias problem in semi-supervised learning.
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Figure 4: Overall architecture diagram of RUCS

2.3 Loss Function

The loss function is used to measure the difference between the predicted value and the true value. In
our framework, we divide the loss function into labeled loss and unlabeled loss, where labeled data uses Dice
loss and Cross-Entropy loss as a mixed supervision loss for pixel-level segmentation prediction tasks. For
unlabeled data, we encourage models to have consistent output across different perturbations, and adopt the
mean squared error (MSE) loss function. We attach the weight map obtained from the RUCS to the loss
function and weight both the labeled and unlabeled image loss functions simultaneously. Specifically, the
definition is as follows:
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W= I/Vsup + Wunsup (2)
L= e o mask) # LeeUrepmask) () ®)
Lunsup = (fseg _Ymean) x (fseg - Ymean) x Wunsup (4)
Liotal = Lsup + lesup (5)

where W represents weight graph, £ represents loss function, f,,, represents the pixel-level segmenta-
tion map, mask represents the segmentation label image, and Yy,e.n represents the average segmentation
probability image after rotation correction by the teacher model.

Due to the weighting filter removing low-confidence pixels, adding extra weight to the loss function
allows the model to amplify the loss in high-confidence regions of the primary silicon particles, resulting in
a greater loss that promotes the propagation of more significant gradients during training, thus facilitating
feature learning in these regions. This provides the student model with more reliable supervision, improves its
robustness compared to the framework, and in turn encourages the teacher model to generate more reliable
output and make better use of unlabeled data to improve model performance.

3 Experiment

In this section, we first describe the microstructure semi-supervised segmentation dataset of aluminum-
silicon alloys, implementation details, and evaluation metrics. Then, we verify the effectiveness of the
proposed boundary enhancement module and rotation uncertainty correction strategy through extensive
experiments. Finally, we evaluate several state-of-the-art methods on the microstructure semi-supervised
segmentation dataset of aluminum-silicon alloys.

3.1 Dataset

Microstructure images of aluminum-silicon alloys are derived from experimental studies conducted by
professionals in the materials field. These images have low confidentiality and favorable sharing attributes.
In addition, many relevant image resources are included in academic literature. Therefore, we extracted and
screened 500 images from aluminum-silicon alloy-related academic literature to construct the Aluminum-
Silicon Alloy Microstructure semi-supervised segmentation dataset. The original resolution of the images in
this dataset ranges from 300 x 300 to 800 x 800 pixels. To recover the detailed features of the microstructure,
all images are unsampled by 2x using bicubic interpolation. For the annotation phase, the CVAT (Computer
Vision Annotation Tool) is adopted for pixel-wise annotation. During the annotation process, the polygonal
annotation function of the tool is utilized for fine pixel-wise delineation along the true boundaries of
primary silicon particles. After annotation completion, the results are reviewed and revised by professional
researchers in the materials field to ensure the accuracy and consistency of the annotation. In the experiment,
the dataset is divided into a training set, a validation set, and a test set in an 8:1:1 ratio.

3.2 Experimental Details

The experimental environment is Ubuntu 20.04 operating system, a NVIDIA GeForce RTX 4090 GPU
with 24 GB of memory, and a deep learning framework of PyTorch. We use a random gradient descent
optimizer with a momentum of 0.9 and an initial learning rate of 0.001, which is trained for 30,000 iterations.
The batch size for each iteration is set to 4, containing two labeled images and two unlabeled images. Weight
decay is set to 0.0001 to combat overfitting. For fairness in the experiment, we only perform rotation and
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flipping data augmentation on the training images, and to facilitate training, we uniformly randomly crop
the training images to a size of 256 x 256.

3.3 Evaluation Indicators

We select Jaccard similarity coeflicient (Jac) [24], adjusted rand index (ARI) [25], and variation of
information (VI) [26] as indicators to objectively evaluate the effectiveness of the proposed method. ARI
and VI are based on clustering-based evaluation methods, and due to the consideration of topological
characteristics of microstructure organization during execution, they are suitable for tasks in material
microstructure image analysis that require quantitative characterization of statistical dimensions and shape
distribution of microstructure [27]. The Jaccard coeflicient is calculated using the following formula:

TP

Jac= ————
TP + FP + FN

(6)

In this formula, TP represents the number of correctly predicted positive samples, FP represents the
number of incorrectly predicted positive samples, TN represents the number of correctly predicted negative
samples, and FN represents the number of incorrectly predicted negative samples.

The adjusted rand index is calculated using the following formula:
Zia S5t () ~ 214 (5) i ()D1/(5)

1 r a; s ; r a; s ; m

SEL() + Za (D)= [Zia () Tia (D)

ARI = (7)

Given two divisions of a set S containing m elements, S is divided into r subsets (true partition-
ing result): Qisequal to {Q;, Q,,..., Q,} and S divided into s subsets (predicted segmentation results):
Pisequalto {P;, P,,..., P}. where m;; is equal to |Q; N Pj|, a; is equal to }_%_; m;j, bj is equal to 37, m;;

The variation of information is calculated using the following formula:

VI=SE+ ME (®)
VI(P,Q)=H(P|Q)+H(Q|P) ©)

Specifically, H (P | T) refers to oversegmentation error, which occurs when a region is incorrectly
segmented into two regions, also known as split error (SE). On the other hand, H (T | P) represents under-
segmentation error, where two independent regions are incorrectly merged into one, which is referred to as
merge error (ME). VI, as a measure of overall error, is a comprehensive reflection of ME and SE. The smaller
the value of VI, the fewer the errors in the segmentation result, indicating more accurate segmentation.

3.4 Ablation Experiment

We incorporated the RUCS method and BEM module into our base model, and conducted semi-
supervised segmentation experiments using 5% and 10% labeled data with the results validated on the
validation set. Our base model is based on the Unet architecture and trained solely with labeled data without
using unlabeled data. When we incorporated the RUCS method into the model, we introduced a large
amount of unlabeled data that allowed the model to see rich features, and as shown in the experimental
results (Table 1), the Jaccard and ARI indices significantly increased, indicating that the overall segmentation
ability of the model had been enhanced, while the VIindex decreased significantly, indicating that the overall
performance of the model had improved, resulting in improved segmentation accuracy for adjacent primary
silicon particles. When we added the BEM module, the Jaccard and ARI indices further improved in both
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5% and 10% labeled data scenarios, but in the 5% labeled data scenario, the VI index did not further decrease
but instead increased. This is because the amount of labeled data is relatively small while the proportion of
unlabeled data is excessively high, leading to a decline in the model’s boundary optimization capability. After
enhancing the boundary of the labeled data, we improved their weight during the model’s backpropagation
process to enhance boundary segmentation performance. However, for unlabeled data, due to the lack of
completely accurate label maps to supervise the predicted feature maps, their boundary segmentation effect
is susceptible to interference from unlabeled data, and the specific detected discrepancies are shown in the
regions marked by red circles in below. In the 10% labeled scenario, our VI index further decreased
due to an increase in labeled data, allowing the model to optimize boundary primarily using labeled data,
thus demonstrating further improvement in the recognition accuracy of adjacent primary silicon particles.
Overall, based on the experimental results in , both our methods have improved model performance,
proving the effectiveness of RUCS and BEM.

Table 1: Ablation experiments result on the validation set based on 5% and 10% labeled data

Method Number of images RUCS BEM Metrics

Labeled Unlabeled Jact ARI? ME| SE| V1)
U-Net 20 (5%) 0 - 60.53 76.51 13.36 12.60  25.96
U-Net 20 (5%) 380 - 67.97 8114 10.44 6.28 16.72

v
U-Net 20 (5%) 380 Vi v 68.66  82.06 9.15 8.30 17.45
U-Net 40 (10%) 0 - - 76.62 82.96 15.69 5.72 21.41
U-Net 40 (10%) 360 vV - 79.04 86.58 13.24 4.91 18.14
U-Net 40 (10%) 360 v Vv 80.79  86.59 12.62 4.40 17.02

Note: t indicates that a higher value is better, | indicates that a lower value is better, and all indicators are in
percentage form.

a. label b. boundary ¢. 5% labels model d. 5% labels
without BEM model with BEM

Figure 5: Comparison of segmentation results of the model with and without the BEM module under the 5% labeled
data scenario
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3.5 Contrast Experiment

Table 2 presents the comparative experimental results based on 5% and 10% labeled data in the
validation set, and added 20% of labeled data experimental results for a comprehensive comparison of
all models, where we compare six leading semi-supervised segmentation models: MT [18], UAMT [17],
HCMT [20], DTC [19], CCNET, FD-Unet [28], Fuse-Unet [29] and URPC [16]. These results demonstrate
the effectiveness of semi-supervised segmentation methods, as almost all the semi-supervised segmentation
methods outperform the baseline model. For MT and UAMT, however, their performance at 10% labeled data
is not even as good as the baseline model. This could be due to the simple data perturbation on unlabeled data
does not fully leverage the unlabeled data, and further processing is not performed on the noise generated
by the unlabeled data, leading to more accumulated errors in the early stages of training and limiting the
model’s performance.

Table 2: Experimental results based on 5% and 10% labeled data on the validation set

Method Number of images Metrics
Labeled Unlabeled  Jact ARI? ME| SE| v
U-Net 20 (5%) 0 61.40 77.20 17.69 8.81 26.50
U-Net 40 (10%) 0 76.62 82.96 15.69 5.72 21.41
U-Net 80 (20%) 0 81.69 87.46 19.81 2.88 22.69
MT [18] 62.32 7736 14.11 6.26 20.37
UAMT [17] 62.59 76.96 12.91 7.07 19.98
HCMT [20] 60.92 76.27 16.25 9.64 25.89
DTC [19] 62.95 78.04 16.58 6.13 22.71
CCNET 63.13 76.76 17.23 8.15 25.38
URPC [16] 60.61 76.15 21.07 4.81 25.88
FD-Unet [28] 20/380 72.50 77.46 13.83 11.41 25.24
Fuse-Unet [29] 66.83 72.75 20.38 6.18 26.56
Ours 68.66 82.06 9.15 8.30 17.45
MT [18] 76.06 84.08 15.95 6.46 22.40
UAMT [17] 76.19 84.16 16.70 6.25 22.95
HCMT [20] 78.86 84.93 14.95 5.23 20.18
DTC [19] 78.44 84.86 17.50 4.78 22.28
CCNET 40/360 79.13 85.30 18.01 4.53 22.54
URPC [16] 79.02 85.11 15.13 4.42 19.55
FD-Unet [28] 77.66 82.32 14.08 8.55 22.63
Fuse-Unet [29] 69.92 76.02 24.42 4.68 29.10
Ours 80.79 86.59 12.62 4.40 17.02

Note: 1 indicates that a higher value is better, | indicates that a lower value is better, and all indicators are in
percentage form.

The method we propose is also based on perturbing images, but we use rotation operations to perturb
the images from different perspectives. We are not limited to unlabeled data, but also perturbed labeled data,
as labeled data has real labels. Through perturbation, the model’s ability to resist interference can be stronger.
For unlabeled data, we filter low-confidence pixels and retain high-confidence pixels to generate more reliable
prediction labels, which can significantly alleviate the accumulation of model errors during training.
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Based on the experimental results, when using 5% and 10% labeled data, the proposed model achieves
almost optimal performance, and compared to the current best method, our model still has a significant
advantage. Moreover, in the 5% labeled data scenario, our model significantly outperforms other models
in various indicators, indicating that our method has better competitiveness when the amount of labeled
data is relatively small. In summary, the proposed method tends to preserve the topological structure and
distribution of primary silicon particles, which is more in line with quantitative analysis of micro-materials

3.6 Result

We applied the optimal parameters validated on the validation set to the test set to evaluate the model’s
generalization performance. The experimental results are detailed in Table 3. Based on the analysis of the
experimental results, under the scenarios of 5% and 10% labeled data, our proposed model demonstrated
excellent performance across all metrics, and our proposed method performed better in preserving the
topological structure and distribution of primary silicon particles, thus more meeting the quantitative
analysis needs of micro-materials. Through the indicators, it is not easy to visually perceive the differences in
the performance of various models. Therefore, in Figs. 6 and 7, we have demonstrated the segmentation effect
of the model on 5% labeled data and 10% labeled data, where red areas represent adjacent grain boundary
and blue areas (In the upper right portion of UAMT’s P1 prediction map) represent incorrect segmentations.
From the effect map, our model can better identify adjacent grain boundaries and separate them.

Table 3: Experimental results based on 5% and 10% labelled data in the test set

Method Number of images Metrics
Labeled Unlabeled Jact ARI? ME| SE| VI
U-Net 20 (5%) 0 70.84 80.38 17.70 3.95 21.65
U-Net 40 (10%) 0 76.60 83.58 17.46 5.05 22.51
U-Net 80 (20%) 0 78.28 85.91 23.98 2.79 26.78
MT [18] 70.39 80.83 14.70 7.57 22.26
UAMT [17] 69.21 79.45 15.78 6.06 21.84
HCMT [20] 70.25 80.83 19.08 5.17 24.24
DTC [19] 72.92 82.98 20.43 4.37 24.81
CCNET 71.69 80.94 22.46 4.77 27.22
URPC [16] 70.95 80.15 23.99 5.14 29.13
FD-Unet [28] 20/380 75.82 81.76 14.66 6.54 21.20
Fuse-Unet [29] 69.77 76.77 24.03 4.28 28.31
Ours 75.76 84.55 10.10 6.06 16.16
MT [18] 77.38 85.26 1715 4.64 21.78
UAMT [17] 76.75 85.09 17.07 4.68 21.76
HCMT [20] 77.91 85.95 15.99 4.68 20.67
DTC [19] 77.21 86.15 20.41 3.83 24.24
CCNET 40/360 79.09 86.36 18.61 3.28 21.89
URPC [16] 78.00 85.27 17.65 3.90 21.56
FD-Unet [28] 79.83 84.88 16.47 4.83 21.30
Fuse-Unet [29] 71.30 78.17 30.25 2.94 33.19
Ours 79.50 86.71 14.25 4.20 18.45

Note: t indicates that a higher value is better, | indicates that a lower value is better, and all indicators are in
percentage form.
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a. image b. label . h. FD-Unet i. Fuse-Unet

Figure 6: Experimental results on the validation set based on 5% labeled data. From left to right, the original image, the
ground truth image, the segmentation results of UAMT, DTC, CCNET, URPC, FD-Unet, Fuse-Unet, and Ours, where
the red region represents adjacent primary silicon particles and the blue region represents the incorrect segmentation
area

a. Image b. Label . d. UAMT . f. CCNET 2. URPC h. FD-Unet i. Fuse-Unet

Figure 7: Experimental results on the validation set based on 10% labeled data. From left to right, the original image, the
ground truth image, the segmentation results of UAMT, DTC, CCNET, URPC, FD-Unet, Fuse-Unet, and Ours, where
the red region represents adjacent primary silicon particles and the blue region represents the incorrect segmentation
area

4 Conclusions

In this study, we demonstrate a semantic segmentation method based on a semi-supervised neural
network model, which realizes high-precision automatic fast segmentation based on microstructure images
of materials. We applied the above method to an Al-Si alloy microstructure image dataset. Compared with
other methods, our method improves the segmentation quality of Al-Si alloy microstructure images and
alleviates the challenges of primary silicon particle labeling and the separation of adjacent particles by
introducing the semi-supervised segmentation idea and boundary enhancement module. The confidence
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weight map is generated by rotating the Al-Si alloy microstructure image data at multiple angles and then
using the confidence filtering mechanism. The weight map is used for weight loss, which is designed to
guide the model to focus more on the regions with higher confidence, thus significantly improving the
segmentation quality and generalization performance of the model. The boundary enhancement module can
effectively guide the model to pay more detailed attention to the boundary regions of neighboring primary
silicon particles, which significantly improves the boundary segmentation effect of primary silicon particles
and effectively reduces the adhesion phenomenon between particles. The experimental results show that the
proposed method effectively improves the overall segmentation ability of the model and the separation of
neighboring targets. Finally, we evaluate six commonly used methods on the ASAD dataset. Compared with
the current best method, our method improves the Jac and ARI metrics by 2.84 and 1.57 percentage points,
respectively, when only 5% have labeled data. Additionally, the VI has decreased by 8.65, and is close to
the experimental results of the base model with 10% data volume. It improved the Jac and ARI metrics by
0.41 and 0.35 percentage points when using 10% labeled data, and the VI decreased by 3.44. Even beyond
the experimental results of the base model with 20% data volume. It can be seen from the experimental
results that our method can have a greater advantage in the case of less data. And the separation effect for
neighboring primary silicon particles is also improved more obviously.
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