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ABSTRACT: The rapid development of information technology and accelerated digitalization have led to an explosive
growth of data across various fields. As a key technology for knowledge representation and sharing, knowledge
graphs play a crucial role by constructing structured networks of relationships among entities. However, data sparsity
and numerous unexplored implicit relations result in the widespread incompleteness of knowledge graphs. In static
knowledge graph completion, most existing methods rely on linear operations or simple interaction mechanisms for
triple encoding, making it difficult to fully capture the deep semantic associations between entities and relations.
Moreover, many methods focus only on the local information of individual triples, ignoring the rich semantic
dependencies embedded in the neighboring nodes of entities within the graph structure, which leads to incomplete
embedding representations. To address these challenges, we propose Two-Stage Mixer Embedding (TSMixerE), a
static knowledge graph completion method based on entity context. In the unit semantic extraction stage, TSMixerE
leverages multi-scale circular convolution to capture local features at multiple granularities, enhancing the flexibility and
robustness of feature interactions. A channel attention mechanism amplifies key channel responses to suppress noise
and irrelevant information, thereby improving the discriminative power and semantic depth of feature representations.
For contextual information fusion, a multi-layer self-attention mechanism enables deep interactions among contextual
cues, effectively integrating local details with global context. Simultaneously, type embeddings clarify the semantic
identities and roles of each component, enhancing the model’s sensitivity and fusion capabilities for diverse information
sources. Furthermore, TSMixerE constructs contextual unit sequences for entities, fully exploring neighborhood
information within the graph structure to model complex semantic dependencies, thus improving the completeness
and generalization of embedding representations.

KEYWORDS: Knowledge graph; knowledge graph complementation; convolutional neural network;
feature interaction; context

1 Introduction
With the rapid advancement of information technology, the volume of data across various domains

has surged, presenting unprecedented challenges in data storage, management, and analysis [1]. Knowledge
Graphs (KGs), which emerged from the fields of Artificial Intelligence and the Semantic Web, have
become a pivotal tool for knowledge management, aiming to enable efficient knowledge representation and
sharing. At their core, KGs extract entities from heterogeneous data sources and interconnect them through
structured relationships, thereby forming a semantic network. For instance, as illustrated in Fig. 1, the triple
(Einstein, married_to, Elsa Einstein) succinctly expresses the fact that “Einstein’s wife is Elsa Einstein.” Static
Knowledge Graphs (SKGs) are constructed under the assumption that entity relationships remain temporally

Copyright © 2026 The Authors. Published by Tech Science Press.
This work is licensed under a Creative Commons Attribution 4.0 International License, which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

https://www.techscience.com/journal/CMC
https://www.techscience.com/
https://doi.org/10.32604/cmc.2025.071777
https://www.techscience.com/doi/10.32604/cmc.2025.071777
mailto:panying@nnnu.edu.cn


2 Comput Mater Contin. 2026;87(1):92

invariant, with triples that do not encode temporal information, thereby facilitating systematic knowledge
storage [2]. KGs integrate heterogeneous data from multiple sources, support complex semantic reasoning,
and enable efficient information retrieval. These capabilities lead to their widespread applications in search
engines, recommender systems, intelligent question answering, and beyond. For example, in search engines,
KGs transcend traditional keyword matching by leveraging deep semantic parsing to construct semantic
association networks, thereby enabling precise answer extraction and diverse result recommendations [1,2].

Figure 1: Knowledge graph example

Despite the widespread adoption of KGs, incompleteness remains a pervasive challenge. Missing entity
information and relationships, often resulting from insufficient data collection, limit the effectiveness of
applications of KGs. Moreover, as real-world knowledge evolves dynamically over time, SKGs struggle to
capture such changes, further exacerbating the problem of incompleteness. Data sparsity also leads to weak
connections between entities, hindering the accurate representation of semantic relationships. To address
these issues, knowledge graph completion (KGC) has emerged as a critical research direction. Specifically,
static knowledge graph completion (SKGC) focuses on predicting missing information—such as absent
relationships or entities—based on the existing structures of KGs. In this work, we focus on the entity
prediction task: given a triple with either the head or tail entity missing, i.e., (s, r, ?) or (?, r, o), our objective
is to identify the correct missing entity o or s from the set of all possible entities.

Existing KGC methods predominantly rely on linear operations or simple interaction mechanisms
for triple encoding, representing entities and relations as points in vector space. Such approaches struggle
to capture deep semantic associations between entities and relations, often focusing solely on the local
information within individual triples while overlooking the rich semantic dependencies present in the
neighboring nodes of the graph structure. Moreover, the lack of effective mechanisms for perceiving
and leveraging the graph structure leads to incomplete embedding representations and limits the overall
expressiveness of the model [3]. To address these key challenges, we propose TSMixerE, a SKGC method
based on entity context. TSMixerE is designed to enhance the modeling of deep semantic associations
between entities and relations, and to achieve effective fusion of entity contextual information. The main
innovations of our approach are as follows:

(1) We introduce a Unit Semantic Extraction (USE) module that captures local features at multiple
granularities through Multi-Scale Circular Convolution (MSCC), thereby improving the flexibility and
robustness of feature interactions. In addition, a channel attention mechanism is incorporated to amplify
key channel responses, suppress noise, and enhance both the discriminative power and deep semantic
associations of feature representations.

(2) We design a Context Information Fusion (CIF) module that utilizes multi-layer self-attention to
enable deep interactions among contextual information, integrating local details with global context.
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Furthermore, type embeddings are introduced to clarify the semantic identities and roles of each
component, thereby improving the model’s sensitivity to, and fusion of, diverse information sources.

Extensive experiments demonstrate that TSMixerE achieves strong performance across all evaluation
metrics, fully validating its effectiveness in SKGC tasks.

2 Related Work
Existing KGC techniques primarily focus on the semantic modeling of entities and relations. Early

approaches are largely based on the geometric translation assumption, in which relations are treated as
spatial operations mapping head entities to tail entities, and semantic associations are captured through
vector translations. For instance, TransE [4] embeds entities and relations into a continuous vector space,
interpreting relations as translation vectors between head and tail entities. While TransE excels at modeling
one-to-one relations, it struggles with more complex relational patterns. To overcome this limitation,
TransH [5] models each relation as a translation operation on a relation-specific hyperplane, enabling
entities to have different representations under different relations, thus providing greater flexibility for
complex relations. RotatE [6] further extends this idea by defining relations as rotations in a complex vector
space, capturing diverse relational patterns through rotational operations; however, its ability to model
non-compositional relational paths remains limited. These geometric approaches offer low computational
complexity, strong scalability to large-scale KGs, and clear geometric interpretability. They are effective for
modeling hierarchical relationships and are well-suited for data-sparse scenarios. Nevertheless, they exhibit
weaknesses in handling complex relations, which can lead to semantic collapse. Moreover, they often require
additional constraints for special types of relations and are heavily reliant on the Euclidean space assumption,
which limits their capacity to express nonlinear semantic interactions.

Some studies seek to model the deep associations between entities and relations through implicit
semantic decomposition, employing tensor decomposition techniques to represent KGs as multidimensional
interaction matrices in a latent semantic space. The degree of matching between entity-relation combinations
is then quantified via product operations among latent vectors. For example, RESCAL [7] models KGs as
third-order tensors, decomposing them into products of entity vectors and relation matrices, and utilizes
bilinear interactions to capture higher-order semantic associations among entities. However, the number of
parameters in RESCAL grows linearly with the number of relations, leading to computational bottlenecks.
DistMult [8] simplifies the scoring function by constraining the relation matrix to be diagonal, significantly
reducing parameter size, but the symmetry of its scoring function makes it incapable of distinguishing
asymmetric relations. ComplEx [9] addresses this limitation by introducing complex-valued embeddings,
mapping entities and relations into a complex space to effectively model both symmetric and asymmetric
relations, though its ability to capture multi-hop compositional relations remains limited. TuckER [10]
leverages Tucker decomposition to factorize triples into combinations of a core tensor and entity/relation
embedding matrices, improving parameter efficiency through a multi-task learning mechanism with shared
parameters. These approaches offer flexible modeling of complex relational patterns, a strong capacity for
representing many-to-many semantic interactions, and better mathematical interpretability compared to
geometric translation models. However, they face challenges in scalability and in capturing higher-order
interactions, as computational complexity increases rapidly with the number of relation types. Furthermore,
the implicit decomposition process lacks an intuitive spatial geometric interpretation, which can limit the
transparency and interpretability of the learned representations.

With the continuous development of deep learning theory and applications, neural network-related
technologies have become one of the important technical paths in the field of KGC, greatly enriching the
means of entity and relation modeling. By capturing the nonlinear interaction characteristics of entities and
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relations through deep architectures, researchers have proposed a variety of implementation approaches,
such as graph neural networks, convolutional neural networks, and attention networks. Graph neural
networks convey node features through a neighborhood aggregation mechanism, fusing topological and
attribute information. R-GCN [11] introduces a relation-specific transformation mechanism to address
the challenge of modeling multi-relational structures, assigning independent weight matrices to different
relations, enabling nodes to distinguish semantic paths when aggregating neighbor information, and
retaining node features through self-connections to avoid information loss. CompGCN [12] integrates
the combination operations of entities and relations across KGs into the graph convolutional layer, and
achieves deep coupling of multi-relational information by dynamically and jointly learning the embedded
representations of nodes and relations. The feature extraction capability of convolutional neural networks
is also widely utilized in KGC tasks. ConvE [13] captures higher-order nonlinear interaction features in
local regions through a 2D convolutional kernel. The embeddings of the head entities and relations are
concatenated into a 2D matrix, and convolution is utilized to extract local semantic patterns, achieving rich
feature interactions through multilayer stacking. However, the fixed structure restricts the ability to capture
complex relations. InteractE [14] enhances embedding interaction capability through feature rearrangement,
feature reshaping, and circular convolution strategies, generating multi-view interaction patterns, avoiding
overfitting to fixed structures, and expanding the receptive field via checkerboard concatenation and
circular convolution to improve the diversity of feature interactions and the breadth of semantic coverage.
FMS [15] proposes a context-aware deformable scoring paradigm for semantically sensitive knowledge
graph completion. It explicitly models both local and global context in entity pair representations and
employs conditional flow matching to enable the scoring function to adapt continuously with context,
thereby adjusting the discrimination boundary adaptively. In contrast to static scoring or fixed convolutional
structures, this dynamic approach demonstrates significantly enhanced discriminative power and robustness
in scenarios characterized by complex relational semantics or distribution shifts. With the breakthrough
of the Transformer architecture [16] in natural language processing, related research has migrated this
architecture to KGC tasks. The attention mechanism captures global semantic dependencies by dynamically
assigning interaction weights through self-attention, computing the attention distribution after transforming
triples and graph-domain contexts into sequences. For example, HittER [17] adopts a hierarchical Trans-
former architecture, in which the lower entity Transformer models local interactions, and the upper context
Transformer aggregates multi-hop neighborhood information to construct global semantic representations,
effectively improving the modeling ability for complex relational patterns. PMRCA [18] introduces a pattern-
driven framework centered on multi-source resonance and cognitive adaptation. It utilizes structure-aware
contrastive learning to model multi-source narrative consistency and cluster-based contrastive learning
to achieve cognitive alignment. The model also integrates a Transformer-style context fusion mechanism
to capture long-range dependencies. Although initially designed for information diffusion prediction, its
contrastive learning and context fusion paradigms offer transferable insights for enhancing reasoning with
path-based or neighborhood contexts. Furthermore, lightweight deep networks help balance performance
and real-time efficiency in resource-constrained environments. MobileViT [19], developed for real-time con-
stellation diagram recognition, employs a lightweight architecture that combines the efficient receptive fields
of local convolutions with the global modeling capacity of streamlined self-attention. This design achieves an
effective accuracy-latency trade-off under edge computing constraints. Its efficient hybrid CNN-Transformer
structure provides valuable engineering insights for optimizing the deployment and inference efficiency of
knowledge graph models. These neural network-based techniques enhance the characterization of nonlinear
relationships through their capacity to fit complex functions, greatly enriching the technical landscape of
KGC. However, the extraction of deep semantic associations still needs improvement, and the failure to
effectively integrate the contextual information of entities affects overall completion performance [3].
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3 Entity Context-Based Static Knowledge Graph Completion Method

3.1 Method Overview
To effectively encode individual triple information and integrate contextual information from entity

graph neighborhoods, this paper proposes TSMixerE, a SKGC method based on MSCC and entity context
fusion, as illustrated in Fig. 2. The model consists of two main stages: USE and CIF. The USE module leverages
MSCC and channel attention to extract local features at multiple granularities, producing semantic vectors
denoted as h_unit. These vectors are then passed as input to the CIF module. Within CIF, a self-attention
mechanism dynamically weights the contributions of different contextual units, effectively integrating local
details with global dependencies. This architecture establishes a complementary relationship between the
two stages: USE specializes in fine-grained semantic extraction, while CIF is responsible for global semantic
integration. The USE stage is responsible for extracting semantic information from both the query unit and its
contextual units, while the CIF stage fuses the contextual semantic information obtained by USE to enhance
the overall representation.

···

···

CIF

USE USEUSE

Figure 2: TSMixerE model framework diagram

As shown in Fig. 2, the TSMixerE framework consists of the following four key steps:

(1) constructing a sequence of contextual units for each entity;
(2) performing USE using MSCC and channel attention;
(3) fusing entity context information through self-attention and type embedding;
(4) conducting an auxiliary masked entity prediction task.

The details of each step are described below.

3.2 Construct the Sequence of Context Units of the Entity
First, the scope of the context needs to be explicitly defined. Taking KGs such as the one in Fig. 3 as

examples, for the entity Guangzhou, their graph neighborhoods contain multiple related fact triples, e.g.,
(Guangzhou, Country, China), (Guangzhou, Province, Guangdong), (Guangzhou, Adjacent, Shenzhen), and
(Shenzhen, Adjacent, Guangzhou). In this case, assuming that the query unit is (Guangzhou, China), it can be
instantiated as (Guangzhou, Country, China). Then, the sequence of context units for the entity Guangzhou
corresponding to this query unit can be represented as the set C = {(Guangzhou, Country), (Shenzhen,
Adjacent), (Shenzhen, Adjacent−1), (Guangdong, Province−1)}, where the superscript −1 denotes the inverse
of the relation. Formally, for any query unit Q = (s, r, ?), its sequence of context units corresponding to the
head entity s can be represented as the query unit itself together with the set of fact triples associated with
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the head entity s, as shown in Eq. (1):

C ((s, r, ?)) = {(s, r) , C1 , C2, . . . , Ck} (1)

where (s, r, ?) is a specific query unit, C is the sequence of context units for the head entity s, Ci = (si , ri)
denotes a triple unit associated with the head entity s, and k is the number of context units for the entity.

Figure 3: Example of a graph neighborhood context for an entity Guangzhou

In general, different entities are associated with varying numbers of other entities, resulting in incon-
sistencies in the total number of context units. To address this issue, a fixed number k of context units is
specified for all entities, with the specific value determined by the dataset. Specifically, if an entity has more
than k context units, k units are randomly selected to form the final sequence of context units; conversely, if
there are fewer than k context units, padding is applied to complete the sequence, and corresponding masks
are generated to indicate the padding positions. In addition, during the training phase, the true target entities
can typically be obtained directly from the neighborhoods of entities, whereas this condition is difficult to
satisfy during the testing phase.

To enhance the model’s adaptability to different context combinations, a neighborhood sampling
method analogous to data augmentation is introduced during the training phase: in each iteration, only n
out of the fixed k context units are randomly selected to form the sequence of context units. Meanwhile, to
reduce computational overhead, the input data dimension is transformed from four-dimensional (b, n, 2, d)
to three-dimensional (N , 2, d), where b denotes the batch size, n is the number of context units for each
entity in the batch, 2 corresponds to the embeddings of the head entity and the relation, d is the embedding
vector dimension, and N represents the number of valid units indicated by the mask (including both query
units and valid context units) in the current batch.

3.3 Unit Semantic Extraction
After constructing the contextual unit sequence for entities, it is necessary to extract the deep semantic

associations between entities and relations from each unit in the sequence. To this end, this paper proposes a
USE module based on MSCC and channel attention, as illustrated in Fig. 4. The core of this module employs
a four-branch parallel MSCC architecture with kernel sizes of 3 × 3, 5 × 5, 7 × 7, and 9 × 9. Each convolutional
branch produces 200 feature channels with circular padding. The outputs from all branches are summed
directly along the channel dimension. The resulting feature tensor is then processed by a channel attention
module that generates channel weights through global average pooling, two-layer 1 × 1 convolutions, and a
Sigmoid activation function. The module is developed with InteractE as its core and further extends it, with
its main idea centered on the integration of Feature Permutation (FP), Feature Reshaping (FR), MSCC, and
Channel Attention (CA) mechanisms. These components enable comprehensive feature interactions between
entity and relation embeddings, thereby obtaining complex semantic association representations. The USE
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module is capable of capturing local structural features at multiple scales, enhancing feature interactions,
highlighting key information while reducing noise interference, and mining deep semantic associations
between entities and relations. The multi-scale parallel processing ensures the capture of patterns across
varying granularities. Meanwhile, the channel attention mechanism directs convolutional kernels at different
scales to prioritize learning those patterns that are assigned higher importance by the attention mechanism.
This provides an accurate and fine-grained semantic foundation for subsequent context fusion. The following
section provides a detailed description of each sub-module.

Figure 4: Schematic diagram of the USE module

(1) Feature Rearrangement

The model first obtains the corresponding vectors from the embeddings of entities and relations, and
then performs random shuffling to rearrange the features of these embedding vectors. This operation is
repeated multiple times, as shown in Eq. (2). The purpose of feature rearrangement is to increase the number
of interactions between entities and relations, thereby enriching the feature space.

Pk = [(e1
s , e1

r) ; . . . ; (ek
s , ek

r )] (2)

where es ∈ Rd and er ∈ Rd denote the embedding vectors of the entity and the relation, respectively, and k
represents the number of feature rearrangement operations.

(2) Feature Reshaping

After feature rearrangement, the embeddings of each set of entities and relations are reshaped into a two-
dimensional matrix using checkerboard feature reshaping. Specifically, the embedding features of entities
and relations are alternately arranged on odd rows, while the embedding features of relations and entities are
alternately arranged on even rows, as shown in Eq. (3):

hchk = ϕchk (es , er) (3)

where es ∈ Rd and er ∈ Rd are the embedding vectors of entities and relations, respectively, and ϕchk (⋅)
denotes the checkerboard feature reshaping operation. The output hchx ∈ R1×2w×h is the reshaped two-
dimensional matrix, where 2w and h are the width and height of the matrix, and d = w × h.

The checkerboard feature reshaping ensures that the features surrounding each entity and relation can
form heterogeneous interactions with themselves, dispersing homogeneous features as much as possible
while maximizing the interactions between heterogeneous features. This provides richer input information
for subsequent convolutional operations.
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(3) Multi-Scale Circular Convolution

As illustrated in Fig. 5, the schematic diagram shows that each branch processes inputs using a specific
convolution kernel size (3 × 3, 5 × 5, 7 × 7, or 9 × 9) with circular padding. Each independent convolution
operation is configured with 200 output filters, producing 200 feature channels. The outputs of these four
branches are summed along the channel dimension to form the final output of this submodule. The MSCC
module extracts features in parallel using convolution kernels of different sizes and incorporates a circular
padding mechanism to ensure that features at the edges can also participate in the convolution operation,
thereby avoiding information loss caused by boundary truncation. The computation process is shown
in Eq. (4):

hmscc = ∑i∈{3,5,7,9} (hchx ∗ ωi×i) (4)

where hchx ∈ R1×2w×h is the output of the checkerboard feature reshaping, hmscc ∈ Rinum_ f i l t×2w×h is the
output of the MSCC module, and inum_ f i l t is the number of output channels. ωi×i denotes the i × i
convolution kernel, and ∗ represents the circular convolution operation.

Figure 5: Schematic diagram of MSCC

MSCC enables the model to achieve comprehensive coverage of feature information across different
scales, allowing it to capture fine-grained local features while also obtaining more global information from
larger receptive fields. This approach enhances both the flexibility and robustness of feature fusion.

(4) Channel Attention

As illustrated in Fig. 6, the channel attention module first applies global average pooling to compress
each channel, then generates channel attention weights through a sequence of operations: 1 × 1 convolution,
ReLU activation, and another 1× 1 convolution. Finally, the sigmoid function is used to normalize and obtain
the response weights for each channel. The computation process is given by Eqs. (5)–(7):

hpool ing =
1

h × 2w ∑
h
i=1∑

2w
j=1 hmscc (i , j) (5)

a = σ (δ (hpool ing ∗ ω1) ∗ ω2) (6)
hca = a ∗ hmscc (7)

where hmscc ∈ Rinum_ f i l t×2w×h is the output of the MSCC module, hpool ing ∈ Rinum_ f i l t×1×1 is the result of
global average pooling, ω1 and ω2 are two 1× 1 convolution kernels, and ∗ denotes the convolution operation.
δ is the ReLU function, σ is the sigmoid function, a is the channel attention, and hca ∈ Rinum_ f i l t×2w×h is the
output of the channel attention module.
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Figure 6: Schematic diagram of the channel attention network

Since semantic information of entity relationships is typically distributed across the entire feature map,
global average pooling effectively captures the global semantic distribution, thereby enhancing the model’s
capability to comprehend and retain crucial semantic information. The channel attention mechanism serves
to weight each channel of the convolutional output on an element-wise basis, enhancing the responses of
important channels while suppressing noise and irrelevant information. This process enables the subsequent
feature mapping to possess higher discriminative capability even before the flattening operation, thereby
laying a solid foundation for the extraction of deep semantic associations.

(5) Straightening Mapping

Finally, the output of the channel attention module is flattened into a vector, and this vector is mapped
to the joint semantic space through a fully connected layer, as shown in Eq. (8):

hunit = (W ⋅ vec (hca)) + b (8)

where hca ∈ Rinum_ f i l t×2w×h is the output of the channel attention module, vec (⋅) denotes the flattening
operation, and W and b are the trainable weight matrix and bias, respectively. hunit ∈ Rd is the output of the
USE module, representing the deep semantic associations between entities and relations within the unit.

The purpose of straightening is to extract the deep semantic associations between entities and relations,
integrating multi-dimensional local interaction information into a global representation. The fully connected
mapping serves not only for feature dimensionality reduction and integration, but also for the reconstruction
and enhancement of the high-dimensional features extracted by the preceding modules.

3.4 Context Information Fusion
After being encoded by the USE module, the entities and relations in each fact are mapped to deep

semantic embedding vectors. To fully integrate this semantic information, we propose a CIF module based
on a multi-layer BERT and type embedding, as illustrated in Fig. 7. The CIF module enables deep interactions
of contextual information through a self-attention mechanism, effectively capturing global dependencies and
integrating local details with global context, thereby enhancing the continuity and discriminative power of
semantic representations.
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Figure 7: Schematic diagram of the CIF module

The CIF module mainly consists of three components: categorization tagging, type embedding, and
BERT encoding, which are described in detail below. This simplified type embedding strategy categorizes
the input sequence into three distinct types—the [CLS] token, the query unit, and the contextual units—and
is designed to differentiate between their semantic origins with minimal computational overhead.

(1) Categorization Token

To effectively capture global semantic information, a special categorization token [CLS] is added at the
beginning of the sequence before embedding the USE output as input to BERT. The output corresponding
to this token can fully integrate the semantics of the entire sequence through the self-attention mechanism,
as shown in Eq. (9):

Itoken = [ecl s ; hquer y ; hc tx_1; ⋅ ⋅ ⋅; hc tx_n] (9)

where ecl s is the embedding vector of the categorization token [CLS], hquer y is the semantic embedding
representation of the query unit extracted by the USE module, and hc tx_1; ⋅ ⋅ ⋅; hc tx_n are the semantic
embedding representations of the sequence of context units extracted by the USE module.

During the encoding process, the categorization token [CLS] interacts with all elements in the sequence.
After multiple layers of self-attention, the output vector corresponding to the [CLS] token can be regarded as
a representation that incorporates the contextual information of the entire sequence. Compared with direct
averaging or using the representation of the last element, the [CLS] token—lacking explicit semantic content
itself—can more “fairly” integrate the semantic information of each element in the sequence, thereby yielding
a semantic representation that fully captures the overall meaning of the sequence.

(2) Type Embedding

To enable the model to clearly distinguish semantic information from different sources during context
fusion, and to preserve model simplicity and computational efficiency, we employ this simplified type
classification strategy. The CIF module adopts type embeddings instead of traditional positional embeddings.
Specifically, according to their semantic attributes, the three components—categorization token [CLS], query
unit, and the sequence of context units—are assigned corresponding type embedding vectors, as shown
in Eq. (10):

Ic tx = Itoken + et y pe = [ecl s ; hquer y ; hc tx_1; ⋅ ⋅ ⋅; hc tx_n ]+[ et y pe_0; et y pe_1; et y pe_2; ⋅ ⋅ ⋅; et y pe_2] (10)

where ecl s is the embedding vector of the categorization token [CLS], hquer y is the semantic embedding
representation of the query unit extracted by the USE module, hc tx_1; ⋅ ⋅ ⋅; hc tx_n are the semantic embedding



Comput Mater Contin. 2026;87(1):92 11

representations of the sequence of context units extracted by the USE module, and et y pe_i , i ∈ {0, 1, 2}, are
the type embeddings that distinguish semantic information from different sources.

The introduction of type embeddings not only preserves the original semantic information, but also
clarifies the identity and role of each component through type information, reduces the risk of noise caused
by positional confusion, and enhances the model’s sensitivity and recognition ability to different semantic
sources.

(3) BERT Encoding

Finally, the embedded sequence, augmented with the categorization token [CLS] and type embeddings,
is fed into a multi-layer BERT for encoding to obtain the final output, as shown in Eq. (11):

[êo ; ês ; êc tx_1; ⋅ ⋅ ⋅; êc tx_n] = BERT (Ic tx) (11)

where êo is the prediction vector for the target tail entity, and ês is the prediction vector for the head entity
to be recovered in the masked entity prediction task.

3.5 Masked Head Entity Prediction
TSMixerE adopts a parsimonious approach to integrating contextual information from graph structures

for entity prediction. First, the semantic features of the query unit and its contextual units are extracted
using the USE module, and these features are subsequently fused through the CIF module. However, directly
injecting contextual information into the model presents two potential challenges: first, query units typically
already contain more accurate predictive information, making it difficult to extract valuable signals from
complex contexts, which may cause the model to overlook additional contextual content. Second, overly
abundant contextual information can dilute the importance of the query units and introduce irrelevant noise,
potentially leading to overfitting.

To address the aforementioned issues, this paper introduces a Masked Head Entity Prediction (MHEP),
inspired by the MLM task in BERT, to balance the utilization of query unit information and graph contextual
information. During training, the head entities of some samples in the USE phase are perturbed using a
randomization strategy: they are replaced with special mask tokens [MASK], randomly selected entities with
a predefined probability, or left unchanged. Specifically, the query units (s, r) are correspondingly replaced
by ([MASK] , r), (sother , r), or remain unchanged as (s, r). Subsequently, in the CIF phase, the model
reconstructs the replaced head entities using additional contextual information and predicts the masked
head entities based on the output embeddings. By introducing such perturbations, the method encourages
the model to fully leverage contextual information, thereby improving the accuracy of entity prediction.

3.6 Loss Function
In the entity prediction task, the plausibility score for the true triple is calculated as the dot product

between the output embedding corresponding to the classification token [CLS] and the embedding of the
correct tail entity. Likewise, the plausibility scores for all other candidate entities are computed and normal-
ized using the softmax function. The cross-entropy classification loss function for the entity prediction task
is defined as follows:

LEP = −∑(s ,r ,o)∈G log (p (eo ∣êo)) (12)

where (s, r, o) ∈ G denotes the true triple, eo represents the embedding of the target tail entity, and êo
denotes the predicted embedding of the tail entity. MHEP is a self-supervised task designed to enhance the
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ability of TSMixerE to utilize contextual information. By introducing additional context, the model is able
to recover perturbed head entities and predict the replaced head entities based on the corresponding output
embeddings. This task is analogous to the entity prediction task and is also optimized with a cross-entropy
classification loss function, as defined in Eq. (13):

LMHEP = −∑(s ,r ,o)∈G log (p (es ∣ês)) (13)

where (s, r, o) ∈ G denotes the true triple, es denotes the original head entity embedding that is replaced by
the mask, and ês denotes the predicted head entity embedding.

Finally, the cross-entropy classification loss of MHEP is used as an auxiliary loss and is combined with
the loss function of the entity prediction task to obtain the final loss function, as shown in Eq. (14) below:

L = LEP + λLMHEP (14)

where LEP is the loss for the entity prediction task, LMHEP is the auxiliary loss for the MHEP, and λ is the
loss weight for MHEP.

4 Experiments

4.1 Experimental Setup
The experiments are conducted on four public benchmark datasets: FB15k-237 [20], WN18RR [21],

YAGO3-10 [22], and Kinship [23], and their statistical details are summarized in Table 1. FB15k-237 is
derived from the Freebase knowledge base, with inverse relations removed to avoid redundancy. WN18RR
is constructed from the WordNet lexical hierarchy and focuses on understanding semantic relationships.
YAGO3-10 comprises a large number of entities and complex relations, providing a challenging environment
for KGC. Kinship is a small-scale dataset centered on kinship relations, making it suitable for evaluating the
model’s capability to capture logical rules.

Table 1: Static knowledge graph dataset details

Dataset Entity Relation Train set Validation set Test set
FB15k-237 14,541 237 272,115 17,535 20,466
WN18RR 40,943 11 86,835 3034 3134

YAGO3-10 123,182 37 1,079,040 5000 5000
Kinship 104 25 8544 1068 1074

The evaluation metrics for the KGC task include the standardized hit rate (Hits@1/3/10) and mean
reciprocal rank (MRR), with a filtered setting applied to exclude valid triples that also appear in the test set.
All experiments are conducted on an NVIDIA GeForce RTX 3090 GPU using the PyTorch 1.12.0 framework.
For model hyperparameters, the embedding dimension is set to 320, the maximum number of training
epochs is 300, the batch size is 256, and the learning rate is 0.01. The number of feature permutations,
iperm, is set to 1, and the number of output channels for the circular convolution module, inum_filt, is
200. The number of context units per entity in each training batch, n, is set to 50. The number of BERT
layers in the CIF module, N, is selected from the set {1, 2, 3, 4}. The loss weight coefficient for the MHEP,
weight_coef, is chosen from the set {0.2, 0.4, 0.6, 0.8}, and the masking rate for the MHEP, masking_rate,
is tuned over the range {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0}. The total number of context units per
entity, k, is set according to each specific dataset, and in this work, the values of k, N, weight_coef, and
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masking_rate are explored through hyperparameter optimization. To evaluate the effectiveness of TSMixerE,
this paper selects several existing SKGC methods as baselines, including TransE, DistMult, ComplEx, ConvE,
RotatE, InteractE, HittER, OMult [24], JointE [25], DeepER [26], RMCNN [27], IntME [28], LKER [29],
gMLP-KGE [30], MFSSN [31], and SelectE [32]. Among these, TransE, DistMult, ComplEx, ConvE, RotatE,
InteractE, and HittER have been introduced previously; the remaining methods are described as follows.

OMult [24] embeds entities and relations in the octonion vector space, utilizing the non-commutative
property of octonion multiplication to model asymmetric and compositional relations. A parameter-
sharing mechanism ensures a model size comparable to that of quaternion-based models. By constraining
the octonion subspace, OMult can degenerate to complex (ComplEx) or real (DistMult) embeddings,
thus accommodating relations of varying complexity. JointE [25] improves link prediction by jointly
leveraging 1D and 2D convolutional neural networks while maintaining parameter efficiency. 1D con-
volution extracts explicit knowledge and preserves surface semantics, while 2D convolutional kernels,
generated internally from embeddings, capture deep implicit knowledge and reduce redundant parameters.
DeepER [26] generates expressive entity and relation feature maps using group convolutional rotations
and reflection transformations, and introduces relation-specific transformations via a hyper-network. It
also fuses structured and visual embeddings to enhance multimodal entity representations. RMCNN [27]
combines a relational memory network with a convolutional neural network. The relational memory
network, incorporating positional encoding and self-attention, models dependencies between entities
and relations. Encoded vectors are concatenated and reshaped for convolution, enhancing entity-relation
interactions across dimensions. IntME [28] extracts initial interaction features using deep convolution and
feature reshaping, then expands features through rearrangement, matrix multiplication, channel scaling,
and pointwise convolution to enhance explicit knowledge and compensate for initial interaction limitations.
LKER [29] extends the Large Kernel Embedding (LKE) model by introducing a parallel relationship-specific
feature extraction branch, enabling the capture of long-range dependencies and comprehensive relationship-
specific features via a large kernel attention mechanism. gMLP-KGE [30] is a lightweight, efficient link
prediction model that extends convolutional neural networks with a gated multilayer perceptron (gMLP).
MFSSN [31] adaptively constructs filters from entity and relation embeddings, introduces a soft contraction
sub-network to suppress noise, and incorporates an attention mechanism to enhance important features and
overall model performance. SelectE [32] is a multi-scale adaptive selection network that learns rich multi-
scale interactive features and automatically filters important features. It redesigns the input feature matrix
for multi-scale convolution, introduces a multi-branch learning module, and dynamically assigns feature
weights to optimize feature utilization.

4.2 Entity Prediction Results
Table 2 presents the entity prediction results on the FB15k-237 WN18RR, YAGO3-10, and Kinship

datasets. The best results are highlighted in bold, the sub-optimal results are underlined, “-” indicates that
the method does not report results for the corresponding dataset, and all values are given as percentages.
TSMixerE achieves the best performance on most metrics across four datasets, except Hits@10 on Kinship.

(1) Methods that leverage entity context information demonstrate significant advantages in entity pre-
diction tasks. For instance, models such as HittER and TSMixerE, which are based on contextual
information, generally outperform those relying solely on local triple information. This advan-
tage primarily arises because entity context provides more comprehensive semantic dependencies,
enabling the models to capture complex entity-neighbor relationships more accurately. Rich con-
textual descriptions enhance the expressive power of entity embeddings and improve overall entity
prediction performance.
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(2) TSMixerE outperforms HittER. Specifically, compared to HittER, TSMixerE achieves improvements
in MRR of 1.61% and 1.59% on the FB15k-237 and WN18RR datasets, respectively, over HittER. HittER
employs a hierarchical Transformer architecture that requires multi-layer self-attention computations,
while InteractE relies on local feature interactions within individual triplets. In comparison, the USE
module in TSMixerE is capable of both local feature interaction and feature filtering. Furthermore,
compared to Transformer, its CIF module—based on BERT—enables structured global context aggre-
gation. The main reason is that TSMixerE enables more accurate feature interactions through the use
of MSCC and a channel attention mechanism, which effectively extracts deep semantic associations
between entities and relations. Multi-scale convolution captures local information at different levels,
while the channel attention mechanism highlights key semantic features and strengthens associa-
tions between entities and relations. Additionally, compared to the Transformer architecture, the
BERT-based CIF module demonstrates stronger capabilities in structured global context aggregation.
TSMixerE employs multi-layer BERT for deep fusion of contextual information, fully integrates global
dependencies, addresses the limitations of long-distance information transfer, and further improves
the accuracy of entity prediction.

(3) The experimental results of TSMixerE on the four datasets—YAGO3-10, FB15k-237, WN18RR, and
Kinship—show a progressive decrease in performance improvement, with gains of 2.48%, 1.61%,
1.59%, and 1.36%, respectively. This trend highlights the model’s advantages in handling complex
entity relationships and rich contextual information. On the YAGO3-10 dataset, which features higher
structural complexity and more diverse entity relationships, the model’s optimization strategy is fully
leveraged, resulting in the most significant improvement. The FB15k-237 dataset, characterized by
moderate noise in entity relationships, demonstrates a steady performance gain as well. In contrast,
the WN18RR and Kinship datasets, with their relatively simple structures, offer less room for further
optimization. Overall, the improved design of TSMixerE demonstrates strong adaptability to different
dataset characteristics.

Table 2: Comparison of entity prediction results on FB15K-237, WN18RR, YAGO3-10, and Kinship

Model FB15K-237 WN18RR YAGO3-10 Kinship

H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR
TransE (2013) 17.4 28.4 42.0 25.7 2.7 29.5 44.4 18.2 21.2 36.1 44.7 23.8 43.6 75.5 95.3 61.4

DistMult (2015) 15.5 26.3 41.9 24.1 39.0 44.0 49.0 43.0 24.0 38.0 54.0 34.0 55.3 76.6 94.3 68.5
ComplEx (2016) 15.8 27.5 42.8 24.7 41.0 46.0 51.0 44.0 24.0 38.0 54.0 34.0 78.0 93.5 97.7 86.4

ConvE (2018) 23.9 35.0 49.1 31.6 40.0 44.0 52.0 43.0 35.0 49.0 62.0 44.0 74.0 92.0 98.0 83.0
RotatE (2019) 24.1 37.5 53.3 33.8 45.5 51.0 57.1 49.4 40.2 – 67.0 49.5 61.7 82.7 95.4 73.8

InteractE (2020) 26.3 39.0 53.5 35.4 43.0 – 52.8 46.3 46.2 59.3 68.7 54.1 66.4 87.0 95.9 77.7
OMult (2021) 25.3 38.3 53.4 34.7 40.6 46.7 53.9 44.9 46.1 59.2 69.2 54.3 80.0 94.0 99.0 87.0
HittER (2021) 27.9 40.9 55.8 37.3 46.2 51.6 58.4 50.3 – – – – – – – –
JointE (2022) 26.2 39.3 54.3 35.6 43.8 48.3 53.7 47.1 48.1 60.5 69.5 55.6 80.6 94.1 98.5 87.7

DeepER (2022) 25.5 37.9 52.5 34.5 44.6 49.0 53.5 47.6 49.3 61.1 69.3 56.5 78.9 93.3 98.2 86.5
RMCNN (2023) 25.5 39.4 53.5 35.8 44.0 47.9 54.0 47.3 48.3 60.7 69.8 55.7 80.3 94.2 98.4 87.2

IntME (2023) 26.7 39.5 54.3 36.0 43.6 49.5 54.5 47.5 48.3 60.0 69.0 55.6 78.9 93.9 98.4 87.2
LKER (2024) 26.7 39.4 54.3 35.9 43.8 48.0 53.0 46.9 48.8 60.6 69.4 56.1 81.5 94.4 98.7 88.3

gMLP-KGE (2024) 27.3 40.2 55.6 36.5 44.7 50.5 56.2 48.7 48.4 60.9 69.9 56.1 81.6 94.7 98.6 88.4
MFSSN (2024) 26.4 – 54.6 35.8 44.8 – 57.1 49.0 48.3 – 69.0 55.8 81.8 – 98.4 88.3
SelectE (2024) 26.6 39.8 55.4 36.2 45.2 50.9 57.4 49.3 49.0 60.9 69.7 56.3 81.6 94.3 98.5 88.2

TSMixerE (Ours) 28.6 41.5 56.0 37.9 46.8 52.3 60.2 51.1 50.5 62.3 70.8 57.9 84.1 95.1 98.7 89.6

Note: The best results are in bold, and the second-best are underlined.
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In summary, TSMixerE fully utilizes MSCC and the channel attention mechanism to effectively extract
deep semantic associations between entities and relations within triples. Simultaneously, it demonstrates
robust integration of global information in the context information fusion stage, further enhancing the accu-
racy of entity prediction. The experimental results indicate that TSMixerE achieves superior performance
across various evaluation metrics, thereby fully validating the critical role of feature interaction mechanisms
and entity context information in KGC.

4.3 Ablation Study
TSMixerE incorporates several key components, including MSCC, channel attention (CA), entity

contextual information (CTX), MHEP, classification token (CLS), and type embedding (TE). To evaluate
the contribution of each module to the overall completion performance, we conducted ablation studies on
each component of the TSMixerE model using the WN18RR dataset. The experimental results are presented
in Table 3, where a check mark (

√
) indicates the inclusion of a component in the experiment, and a

cross (×) indicates its removal. The ablation experiments were organized into two categories: those without
entity context information (w/o-ctx) and those with entity context information (ctx). The details of the
experimental setup and results are as follows:

(1) w/o-all: The encoder is implemented solely with InteractE, with all other components removed.
(2) w/o-ctx-mscc: Contextual information about entities is excluded, and the MSCC module is removed.
(3) w/o-ctx-ca: Contextual information about entities is excluded, and the channel attention module

is removed.
(4) w/o-ctx: Contextual information about entities is excluded, but both MSCC and channel attention

are retained.
(5) w/o-mscc: Contextual information about entities is included, but the MSCC module is removed.
(6) w/o-ca: Contextual information about entities is included, but the channel attention module is removed.
(7) w/o-mhep: Contextual information about entities is included, but the MHEP is removed.
(8) w/o-cls: Contextual information about entities is included, but the classification token [CLS] is removed.
(9) w/o-te: Contextual information about entities is included, but the type embedding is removed.

Table 3: Results of ablation experiments on WN18RR

MSCC CA CTX MHEP CLS TE Hit@1 Hit@3 Hit@10 MRR
w/o-all × × × × × × 41.6 48.9 56.0 46.7

w/o-ctx-mscc × √ × × × × 44.6 49.7 56.0 48.3
w/o-ctx-ca

√ × × × × × 43.8 50.2 57.7 48.5
w/o-ctx

√ √ × × × × 45.8 50.9 56.4 49.2

w/o-mscc × √ √ √ √ √
45.7 52.3 58.4 50.2

w/o-ca
√ × √ √ √ √

46.5 52.3 58.7 50.6
w/o-mhep

√ √ √ × √ √
45.2 51.2 58.1 49.6

w/o-cls
√ √ √ √ × √

46.2 52.6 58.4 50.8
w/o-te

√ √ √ √ √ × 46.2 52.7 59.4 50.9

TSMixerE (Ours)
√ √ √ √ √ √

46.8 52.3 60.2 51.1

Based on the experimental results in Table 3, the contribution of each component to the TSMixerE
model for the SKGC task is fully validated. The experimental data demonstrate the following:
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(1) The model without entity context information exhibits the poorest performance, indicating that relying
solely on the local information from individual triples fails to capture the rich semantic dependencies
present in the neighboring nodes of entities within the graph structure. This results in incomplete
embeddings and, consequently, a decline in overall performance. This finding underscores the critical
importance of incorporating contextual information in KGC.

(2) When the model utilizes entity context information but does not employ the MHEP, its performance
still decreases. This suggests that perturbing some head entities during training compels the model
to leverage additional contextual information, thereby uncovering more useful semantic cues and
improving the accuracy of entity prediction. The MHEP thus provides an effective mechanism for the
model to exploit contextual information fully.

(3) The introduction of the classification token [CLS] in the CIF module enhances the model’s per-
formance. As a special categorical marker, [CLS] interacts with all elements in the input sequence
and, through multi-layer BERT, gradually aggregates long-range dependencies and global semantic
information, thereby producing a more comprehensive and accurate global representation.

(4) The incorporation of type embedding also has a positive impact on the model’s performance. By
assigning distinct type embeddings to the classification token [CLS], query units, and context units, the
model can clearly distinguish information from different sources during context fusion. This approach
not only preserves the original semantic features of each component but also effectively reduces the
risk of noise caused by positional confusion, thereby improving the model’s sensitivity and its ability
to recognize diverse semantic information.

The results of the ablation experiments demonstrate that each component plays a vital role in enhancing
the capacity of the TSMixerE model to capture the semantics of entities and relations. TSMixerE addresses
a range of challenges in SKGC, including local feature interactions, feature selection, global semantic
integration, and training signal optimization. Specifically, the model leverages contextual entity information
to capture semantic dependencies, employs MSCC to improve the flexibility and robustness of feature
interactions, incorporates channel attention mechanisms to enhance the discriminative quality of feature
representations, and introduces an MHEP module to promote a more effective utilization of contextual
information. The synergistic effect among the various modules effectively strengthens both local feature
extraction and global semantic fusion. The results in Tables 3 and 4 confirm the individual contributions
of each component and reveal synergistic effects among them. The performance degradation caused by
removing any module demonstrates interdependencies within the architecture. In the case of MHEP, the
performance drop observed in the w/o-mhep configuration relative to the full TSMixerE model underscores
its role in providing effective supervisory signals under current data sparsity conditions, thereby providing
a more robust solution to the SKGC task. For instance, given a query like (Einstein, research_field,
?), the model assigns higher attention weights to relevant contexts such as (Einstein, award_received,
Nobel_Prize_in_Physics) and lower weights to less relevant ones like (Einstein, birthplace, Germany). This
validates that the semantic quality from the USE module directly influences the attention efficiency of the
CIF module, demonstrating a well-coordinated interplay between the two stages.

Table 4: Results of ablation experiments on FB15k-237

MSCC CA CTX MHEP CLS TE Hit@1 Hit@3 Hit@10 MRR
w/o-all × × × × × × 17.4 28.4 42.0 25.7

w/o-ctx-mscc × √ × × × × 26.8 39.5 54.1 35.9
w/o-ctx-ca

√ × × × × × 26.2 38.9 53.6 35.4

(Continued)
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Table 4 (continued)

MSCC CA CTX MHEP CLS TE Hit@1 Hit@3 Hit@10 MRR
w/o-ctx

√ √ × × × × 26.5 39.4 53.8 36.0

w/o-mscc × √ √ √ √ √
27.1 40.1 54.5 36.2

w/o-ca
√ × √ √ √ √

27.8 40.8 55.2 36.9
w/o-mhep

√ √ √ × √ √
27.5 40.5 54.9 36.6

w/o-cls
√ √ √ √ × √

28.1 41.0 55.4 37.3
w/o-te

√ √ √ √ √ × 27.9 40.7 55.3 37.3

TSMixerE (Ours)
√ √ √ √ √ √

28.6 41.5 56.0 37.9

4.4 Hyperparameter Analysis
Hyperparameter tuning experiments are conducted to optimize the performance of the TSMixerE

model, focusing on the effects of four key parameters: the total number of entity contexts (k), the number of
BERT layers (N), the loss weight coefficient (weight_coef) for MHEP, and the masking rate (masking_rate)
for MHEP.

(1) Total Number of Entity Contexts

When constructing the sequence of entity context units, some entities may possess a large number of
neighboring nodes. To balance memory usage and ensure adequate coverage of the entity distribution, it is
necessary to standardize the number of neighboring nodes by manually setting the total number of contexts
(k). As shown in Fig. 8, for the FB15k-237 and YAGO3-10 datasets, setting k to 1000 is most appropriate; as
illustrated in Fig. 9, k is optimal at 300 for the WN18RR dataset, while for the Kinship dataset, a value of 175 is
optimal. This configuration provides reasonable context coverage for different datasets, taking into account
both memory efficiency and the model’s semantic representation capabilities.

Figure 8: Distribution of the number of neighboring nodes for entities on FB15K-237 (left) and WN18RR (right)
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Figure 9: Distribution of the number of neighboring nodes of entities on YAGO3-10 (left) and Kinship (right)

(2) Number of BERT Layers

For the number of BERT layers, experiments were conducted with four configurations, N = {1, 2, 3,
4}, and the corresponding model performance was recorded. As shown in Fig. 10, the results indicate that
the number of layers has a significant impact on the model’s performance. When N = 3, the model is able
to capture contextual information more effectively, achieve robust modeling of global dependencies, and
deliver optimal performance. In contrast, too few layers result in insufficient parameters and a reduced
model capacity, while too many layers may introduce redundant information and increase training difficulty,
ultimately leading to diminished effectiveness. Therefore, the number of BERT layers, N, is set to 3.

Figure 10: Effect of TSMixerE with different BERT layers on FB15K-237 and WN18RR

(3) Loss Weighting Coefficient for MHEP

For the loss weighting coefficient of MHEP, experimental values of {0.2, 0.4, 0.6, 0.8, 1.0} were tested.
As shown in Fig. 11, the results reveal a nonlinear relationship between the weighting coefficient and the
model’s performance: as the coefficient increases, the model’s performance initially improves, but when
the coefficient exceeds a certain threshold, the MHEP begins to negatively impact the entity prediction
task, resulting in a decline in overall performance. Based on the evaluation metrics, the optimal weighting
coefficient is set to approximately 0.6. When the coefficient is too high (e.g., >0.8), the MHEP loss dominates
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optimization, potentially causing the model to over-rely on context for reconstructing masked entities
and weaken its modeling of the query unit itself. Since queries are complete during testing, this train-test
mismatch degrades primary task performance. Thus, a moderate coefficient (0.6) balances the auxiliary task’s
regularization benefits with the primary task’s objective, avoiding negative transfer.

Figure 11: Effect of different weight coefficients for TSMixerE on FB15K-237 and WN18RR

(4) Mask Rate of MHEP

To investigate the impact of the MHEP mask rate, experiments were conducted with values ranging
from 0.1 to 1.0 in increments of 0.1. As shown in Fig. 12, the results indicate that when the masking rate
is between 0.1 and 0.5, the model’s performance gradually improves as the masking rate increases. The
best performance is observed when the masking rate is in the range of 0.5 to 0.8; beyond this range,
further increases in the masking rate lead to a decline in performance. This suggests that higher mask rates
introduce more perturbations during training, compelling the model to rely more heavily on contextual
information for recovery and prediction tasks. Conversely, a low mask rate does not fully exploit the model’s
potential, whereas an excessively high mask rate imposes greater demands on model capacity. Overall, a
mask rate between 0.5 and 0.8 is most suitable, and a value of 0.5 is adopted in the experiments presented
in this paper. A higher masking rate introduces more perturbations, compelling the model to depend on
richer contextual information for recovery and prediction. Conversely, an excessively low masking rate
underutilizes the model’s potential, whereas an excessively high masking rate imposes greater demands on
the model’s performance.

Overall, the hyperparameter optimization experiments confirm the critical roles of each parameter in
the TSMixerE model. The number of BERT layers, the loss weighting coefficient, and the masking rate all
have a significant impact on the model’s ability to capture global semantic information and compensate for
the insufficiency of local information.
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Figure 12: Effect of TSMixerE on Mask Rate on FB15K-237 and WN18RR

4.5 Noise Robustness Analysis
We evaluated the robustness of TSMixerE when the quality of input contexts is compromised, which is

crucial for real-world applications. A controlled noise injection experiment was conducted on the Kinship
dataset. When constructing the entity context sequence, each true contextual entity was randomly replaced
with another entity from the KG with a probability p_noise, simulating varying degrees of noisy environ-
ments. As shown in Table 5, all performance metrics decline as the noise increases, but the degradation
trend is gradual. Even under an extreme scenario where 50% of contextual entities are replaced, the model
retained 94.5% of its original MRR performance. This demonstrates that TSMixerE exhibits good robustness
to sampling noise.

Table 5: Performance under different context noise levels on the Kinship dataset

Noise ratio (p_noise) Hits@1 (%) Hits@10 (%) MRR (%) Relative MRR retention
0% 84.1 98.7 89.6 100.0%
10% 83.5 98.5 89.0 99.3%
20% 82.7 98.2 88.2 98.4%
30% 81.8 97.8 87.3 97.4%
40% 80.5 97.2 86.1 96.1%
50% 79.1 96.5 84.7 94.5%

4.6 Model Parameter Count Analysis
To evaluate the efficiency of TSMixerE, we theoretically compare its complexity differences with major

baseline models. As shown in Table 6, this table summarizes the parameter counts and key complexity
characteristics of the compared models, where “~” indicates estimated parameter counts and “–” denotes
a value range. It can be observed that the parameter counts of the baseline models range from 0.18M
(TransE) to approximately 16M (HittER), spanning a spectrum from simple translation-based models to
complex structural models. TSMixerE remains competitive in terms of parameter count, positioned between
lightweight convolutional models (ConvE, InteractE) and larger-scale Transformer models (HittER).
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Table 6: Comparison of model parameter counts and key complexity characteristics on FB15k-237

Model #Params Key complexity characteristics
TransE [4] 0.18M Relationship as translation, L1 or L2 dissimilarity norm

DistMult [8] 4.00M Simple bilinear formulation, relation matrix restricted to
diagonal

ComplEx [9] 4.00M Complex valued embeddings, Hermitian dot product,
models symmetric and antisymmetric relations

ConvE [13] 0.23–5.05M Multi-layer convolutional network, 2D convolution over
embeddings, 1-N scoring

RotatE [6] 15.00M Complex space relational rotation modeling, adversarial
negative sampling

InteractE [14] 10.70M Feature permutation, checkered reshaping, circular
convolution

OMult [24] 6.01M Hypercomplex multiplication interactions, batch
normalization for hypercomplex scaling suppression

HittER [17] 16.00M Hierarchical transformers, masked entity prediction,
relational contextualization from neighborhood

JointE [25] 4.54M Mitigation of over-parameterization & overfitting, moderate
computational complexity, dual-path architecture

DeepER [26] ~15.87M Geometric equivariance complexity, dual-path relational
modeling, dynamic convolution via hypernetwork

RMCNN [27] ~3.74M Hybrid architectural complexity, high-dimensional
interaction modeling, position-aware relational memory

IntME [28] ~15.81M Reasonable interactions, dual-path hybrid fusion, low
training cost

LKER [29] 7.83M Fair large kernel attention, relation-specific features
extraction branch

gMLP-KGE [30] 7.60M Single-layer gMLP block, input and output dimensions are
consistent

MFSSN [31] ~3.00–5.00M Relation-specific features extraction branch, soft shrinkage
sub-network

SelectE [32] ~3.00–6.00M Multi-scale adaptive selection mechanism, channel adaptive
selection, receptive field adaptive selection

TSMixerE (Ours) 14.56M MSCC, shared USE module, efficient channel attention

To further evaluate practical efficiency, we compare the per-batch inference time of TSMixerE with two
strong baselines, MFSSN [31] and SelectE [32]. TSMixerE requires 12.53 s per batch, which is higher than
MFSSN (9.36 s/batch) and SelectE (6.41 s/batch). This increased overhead stems from the introduction of
multi-scale circular convolution, channel attention, and BERT-based context fusion modules, which enhance
feature interaction and semantic integration. The additional computational cost represents a reasonable
trade-off for the achieved performance gains.
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5 Conclusion and Perspective
In this paper, we propose TSMixerE, a SKGC method based on entity context. The method first employs

MSCC to capture local features at different granularities and utilizes channel attention to enhance the
response of important channels, thereby improving the flexibility and robustness of feature fusion. Further-
more, TSMixerE achieves deep interactions of contextual information through multi-layer self-attention and
clarifies the semantic identity and role of each component via type embedding, thus effectively integrating
local details with global context. Experimental results on multiple benchmark datasets demonstrate the
effectiveness of TSMixerE for the task of SKGC.

In this paper, TSMixerE focuses on leveraging the contextual information of entities to enhance entity
prediction performance. However, in KGs, relations themselves also contain rich contextual information,
such as potential associations and semantic patterns with their neighboring relations. Future research could
investigate effective modeling of relation context, for example, by introducing relation embedding sequences
and extracting interaction features among relations using self-attention mechanisms or graph neural net-
works. Additionally, the current selection of entity context nodes in TSMixerE primarily relies on random
sampling, which may not fully capture the importance or semantic associations of neighboring nodes. In
the future, methods based on importance assessment could be adopted to rank and filter neighbor nodes
according to criteria such as popularity and influence. This will be conducted along with further validation of
the type embedding strategy on larger-scale datasets with more diverse relation types. Concurrently, we will
explore the introduction of a more flexible multi-scale feature retention mechanism within the USE module,
injecting feature maps of different scales into the fusion stage in a more refined manner. We will augment
the attention mechanism in the TSMixerE model by incorporating a contrastive learning module, thereby
improving the model’s generalization ability. Future work will also involve a more in-depth analysis of the
complexity of TSMixerE compared to baseline models.
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