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ABSTRACT: With the increasing complexity of malware attack techniques, traditional detection methods face
significant challenges, such as privacy preservation, data heterogeneity, and lacking category information. To address
these issues, we propose Federated Dynamic Prototype Learning (FedDPL) for malware classification by integrating
Federated Learning with a specifically designed K-means. Under the Federated Learning framework, model training
occurs locally without data sharing, effectively protecting user data privacy and preventing the leakage of sensitive
information. Furthermore, to tackle the challenges of data heterogeneity and the lack of category information, FedDPL
introduces a dynamic prototype learning mechanism, which adaptively adjusts the clustering prototypes in terms of
position and number. Thus, the dependency on predefined category numbers in typical K-means and its variants
can be significantly reduced, resulting in improved clustering performance. Theoretically, it provides a more accurate
detection of malicious behavior. Experimental results confirm that FedDPL excels in handling malware classification
tasks, demonstrating superior accuracy, robustness, and privacy protection.
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1 Introduction
With the rapid advancement of information technology, malware has become a significant threat to

global cybersecurity [1]. It infiltrates computer systems, network devices, and mobile terminals through var-
ious means, posing severe risks to personal privacy, corporate data security, and national security. Especially
with the continuous emergence of new and variant forms of malware, traditional detection methods are
facing substantial challenges, with their accuracy and robustness becoming increasingly limited [2,3].

In the literature, malware detection methods [4] frequently adopt centralized model training, where
data from various vendors or devices is aggregated and processed on a central server (including one logical
server). However, this approach presents several key issues: First, the collected data from different sources
frequently have highly heterogeneous distributions and characteristics. Second, data may contain sensitive
information, such as user activity logs and network activities, which pose challenges for parties to share their
data due to privacy concerns or data protection regulations.

To address these issues, Federated Learning [5] provides a valid solution, in terms of a distributed
machine learning framework, which enables parties to train models locally and collaborate on training a
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global model by exchanging model parameters rather than raw data, effectively mitigating the risk of data
leakage. However, despite its privacy-preserving nature, Federated Learning still faces two critical challenges
in malware detection, i.e., data heterogeneity and the lack of prior knowledge.

• Data Heterogeneity: Malware data across different clients may have distinct features, making it difficult
for a single global model to fully leverage the unique data characteristics of each client, thereby impacting
the model’s performance.

• Unknown Category Number: Types and variants of malware are complex, diverse, and continuously
evolving. Traditional clustering methods require a predefined number of categories, but it is almost
unrealistic since the objective of malware analysis is frequently to discover new arrival malware families.

Therefore, addressing these challenges of data heterogeneity and lack of prior knowledge without
exchanging data has become a critical research problem in malware detection. In response, we propose an
efficient malware detection framework, namely Federated Dynamic Prototype Learning (FedDPL), which
combines Federated Learning with a dynamic prototype adjustment strategy. This framework enables
malware detection while ensuring data privacy, handling data heterogeneity, and dynamically adjusting
clustering prototypes to identify various malware behaviors, ultimately improving detection accuracy. The
main contributions are as follows:

(1) We propose FedDPL, a federated clustering framework based on prototype representations, which
mitigates client data heterogeneity. Each client generates local prototypes, which are then aggregated
globally, thereby reducing bias from label space and distribution differences. Differential privacy
ensures secure communication.

(2) A dynamic prototype adjustment strategy is designed to handle an unknown number of categories. By
exploring local data distributions, the strategy adaptively adjusts the number and position of proto-
types. This enables the discovery of potential malware categories and behaviour patterns, improving
the model’s capability to represent complex distributions and enhancing classification performance.

(3) A series of experiments demonstrates that FedDPL significantly outperforms existing methods in the
malware classification task, achieving superior accuracy, robustness, and privacy protection.

The rest of this paper is structured as follows: Section 2 reviews the preliminaries on malware classi-
fication, Federated Learning, K-means clustering, and differential privacy. Section 3 presents the proposed
method, including notations and formulas, local model training, differential privacy protection, global
prototype aggregation, and the FedDPL framework. Section 4 provides theoretical analyses, covering time
complexity, communication complexity, and privacy guarantees. Section 5 provides performance analysis
through a series of experiments. Section 6 reviews related work. Finally, we conclude our work in Section 7.

2 Preliminaries

2.1 Malware Classification
Malware classification aims to categorize malware samples based on their features or behaviors. The

common classification methods can be divided into two main categories:

• Feature-based Classification [6]: This method involves extracting static features from malware, including
file binaries and API calls, and then using traditional machine learning algorithms for classification.
Because it does not require executing the malware, it is classified as a static analysis technique. While
this approach enables the rapid processing of large sets of samples, it is susceptible to evasion techniques,
such as packing or modifications of the malware, which makes it difficult to detect altered samples.
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• Behavior-based Classification [7]: This method monitors the execution behavior of malware, such as file
operations and process creation, to classify it. Compared to static analysis, behavior analysis can detect
previously unseen malware variants.

The main challenges [8] in malware classification are the rapid emergence of new malware variants,
which reduces the effectiveness of traditional methods; the presence of inconsistent or missing labels that
can introduce bias into the training data; and the ongoing development of evasion strategies by malicious
attackers, which undermines the reliability of classification systems.

2.2 Federated Learning
Federated Learning is a distributed machine learning framework that allows multiple clients to collabo-

ratively train a model with the coordination of a central server, without needing to centralize their data. The
basic workflow is as follows: First, the server distributes the global model to each client. Then, each client
trains the model using local data and sends the updated model parameters back to the server. After that,
the server aggregates the model parameters from all the clients to generate a new global model. This process
continues iterating until the model converges.

Federated Learning provides significant benefits for privacy protection and addressing data isolation;
however, it faces several challenges in practical applications. One challenge is data heterogeneity [9],
which refers to the significant differences in client data distribution that can affect model performance.
Another issue is model heterogeneity [10], where varying computing capabilities across client devices make it
difficult to maintain model consistency. Additionally, model convergence stability [11] can be compromised
due to factors such as communication delays and data imbalance, which may hinder convergence in a
distributed environment.

2.3 K-Means
Clustering aims to group similar samples into the same subset, maximizing intra-cluster similarity and

minimizing inter-cluster similarity. As a representative method, K-means minimizes the within-cluster sum
of squares (WCSS). Its objective function can be formulated by

arg min
C

K
∑
v=1
∑

x i∈Cv

∥xi − cv∥2 (1)

where cv denotes the mean of samples in cluster Cv . It starts by randomly initializing K cluster centers, and
then alternates between two steps: (1) Cluster assignment: assign each sample to the nearest cluster center;
(2) Center update: recompute the mean of samples in each cluster as the new center. These steps iterate until
convergence or the maximum number of iterations is reached. Since the algorithm converges to K clusters,
the number of clusters K must be predefined. However, estimating an appropriate K is often challenging,
which limits the algorithm’s flexibility [12]. Moreover, due to the use of Euclidean distance, K-means favors
spherical clusters and works best with continuous, balanced, and isotropic data [13]. Its performance degrades
when handling categorical data, imbalanced classes, or non-spherical structures [14].

2.4 Differential Privacy
Differential Privacy [15] is a mathematical framework designed to ensure individual privacy in datasets.

It enables data analysis without disclosing any sensitive information about individuals. Differential privacy
achieves strong privacy guarantees by introducing carefully calibrated noise. Two widely used mechanisms
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for adding noise are the Laplace mechanism [16] and the exponential mechanism [17]. The Laplace
mechanism protects numerical results, while the exponential mechanism protects discrete outcomes.
Definition 1 (Differential Privacy). For a randomized algorithm M, let Pm denote the set of all possible
outputs of the algorithm. For any pair of neighboring datasets D and D′, and any subset Sm ⊆ Pm , the
algorithm M is said to satisfy ε-differential privacy if the following condition holds:

Pr[M(D) ∈ Sm] ≤ eε Pr[M(D′) ∈ Sm] (2)

where ε is the privacy budget.
While differential privacy offers strong privacy protections in theory, several practical challenges

remain. These challenges include finding the right balance between model performance and privacy,
determining an effective strategy for allocating the privacy budget, and tackling issues related to effectiveness
and scalability, particularly with high-dimensional data or deep learning models.

3 The Proposed FedDPL
To address data heterogeneity, privacy preservation, and the lack of dynamic clustering in federated

malware detection, FedDPL is proposed in this section. As depicted by Fig. 1, it consists of local dynamic
prototype generation on clients, global prototype aggregation on the server, and prototype-based model
updating. These modules work collaboratively to enhance detection performance and privacy protection
under heterogeneous data environments.

Figure 1: An overview of FedDPL in the heterogeneous setting

3.1 Notations and Formulas
In this section, we provide a brief explanation of the notations and relevant formulas used in this study.

All the notations are summarized in Table 1.
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Table 1: Summarizations of notations

Notations Descriptions

xi
The i-th sample, a d-dimensional

vector
C Client centroids set
P Clusters for C

Cg Global centroids
Pg Clusters for Cg
c Centroids of client

wi
Amount of samples for each cluster on

client i
Dg Global dataset
n Number of clients

W Cluster sizes across all clients
ks Number of global clusters
kc Initial clusters per client
ns Segments dividing centroids
T Total training rounds

MCD Maximum Intra-Class Distance
AICD Average Intra-Class Distance

Dist(xi , x j) Distance between xi and x j
Dcentroid(i , j) Distance between Ci and C j

C New centroids after adjustments
P New clusters after adjustments

flag_sm Flag for split/merge
flag_merge Flag for merging

NNi j j-th nearest neighbor of xi
pk K-th cluster

pk1 , pk2 Sub-clusters from pk
ck Centroid of pk
Δ Sensitivity parameter
ε Privacy budget

Definition 2 (Distance between two samples). For two data samples xi = (xi1 , xi2, . . . , xid) and x j =
(x j1 , x j2, . . . , x jd) in a d-dimensional space Rd , their distance is defined by

Dist(xi , x j) =

�
��	 d
∑
l=1
(xi l − x jl)2 (3)

where i , j ∈ [1, N] are the sample numbers and l ∈ [1, d].
Definition 3 (Distance Between Centroids). The distance between centroids, denoted as Dcentroid(i , j), is
the distance between the centroids ci and c j of two clusters pi and p j. It is calculated using the Euclidean
distance

Dcentroid(i , j) = Dist(ci , c j) (4)
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Definition 4 (Nearest Neighbors). The nearest neighbors, denoted as NNi j, refers to the j-th nearest data
sample to xi in the dataset. Specifically, NNi j is the data sample that is ranked j-th closest to xi when all
other samples in the dataset are ordered by their distance to xi .
Definition 5 (Average Intra-Class Distance). The Average Intra-Class Distance (AICD) is a measure of the
compactness of a cluster, calculated as the mean of the average distances between a randomly sampled set
and their nearest neighbors within the cluster.

AICD(p) = 1
m

m
∑
i=1

1
k

k
∑
j=1

Dist(xi , NNi j) (5)

where m is the number of selected samples from cluster p, and k is the number of the K nearest neighbors
of x.

3.2 FedDPL Framework
The overall workflow of FedDPL consists of three key stages: an initialization phase, local dynamic

prototype generation and refinement, and global prototype aggregation and synchronization on the server
side, as illustrated in Fig. 1. These stages are executed iteratively over multiple communication rounds,
allowing clients to dynamically adapt to heterogeneous data distributions without sharing raw data, thereby
significantly enhancing the model’s detection accuracy and robustness. Specifically, the process begins with
each client initializing its local prototypes and associated weights, which are then perturbed with differential
privacy noise before being uploaded to the server. In each iteration, the server performs a weighted
aggregation on the received local prototypes to construct a global prototype set, which is subsequently
broadcast to all clients as guidance for their local updates. Upon receiving the global prototypes, each client
refines its local prototype set based on its private data and further adjusts it through prototype splitting and
merging operations, enabling a more accurate representation of the underlying class structures.

3.2.1 Local Model Training
This section details the training process for the local model. Upon receiving the global prototypes, each

client adjusts its local prototypes accordingly and proceeds with local training. Meanwhile, each local cluster
number may be dynamically adjusted, accompanied by the generation or extinction of prototypes. In local
training, prototype splitting and merging strategies are presented to optimize the prototype set and enhance
performance. The specific steps are as follows:

Prototype Update: Each client adjusts its local prototypes based on the received global prototypes,
including location optimum and prototype generation or extinction as required.

Prototype Training: In each round of local training, the client checks whether the split or merger
is required over the current prototypes. Following the prototype splitting and merging strategies depicted
by Fig. 2, the client dynamically adjusts prototypes in response to changes in data distribution.

Given C and P, Algorithm 1 details the prototype splitting strategy following Fig. 2a, which is adapted
from our previous work [18]. Specifically, in line 3, K-means is applied to divide each cluster into two sub-
clusters. The average intra-cluster distance between sub-clusters is calculated, and the maximum value is
recorded as MCD in lines 4–5. A line segment connecting the two sub-cluster centroids is divided into ns
segments, and a circle is drawn around each division point for connectivity analysis. If more than one region
(in a circle) contains no data samples, the two sub-clusters are considered as disconnected; otherwise, the
original cluster remains unchanged, as described in lines 9–13.
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Figure 2: Sampling-based connectivity assessment for prototype splitting and merging strategy [18]. A specific number
of sampled points is used to effectively evaluate the connectivity between sub-clusters

Algorithm 1: Prototype Splitting (PS)
Require: Input: C, P with centroid ck , ns, flag_sm
Ensure: Output: C, P, flag_sm

1: C, P ← ∅; flag_sm← False
2: for each pk ∈ P do
3: (ck1 , ck2, pk1 , pk2) ← K-means (pk , 2)
4: Compute AICD by Eq. (5)
5: MCD ←max(AICDk1 , AICDk2)
6: Sampling ns segmer si on line segment ck1ck2
7: Si ← {x ∣ ∥x − si∥ ≤ MCD}
8: if ∃Si = ∅ then
9: C← C ∪ {ck1 , ck2}
10: P ← P ∪ {pk1 , pk2}
11: flag_sm← True
12: end if
13: end for

Now, the client prefers a double check with prototype merging to avoid undue splitting. As shown in
Algorithm 2, the center distance Dcentroid(i , j) between each prototype pair is calculated. The two closest
prototypes are selected for merging. Thus, for the selected clusters, the AICD and MCD are recalculated,
and the line segment connecting their centroids is divided into ns segments. Each division point’s circle
is checked for data samples. If all circles contain data samples, the two clusters are merged for strongly
connected as illustrated in Fig. 2b. Otherwise, the distance between the centroids is set to infinity to prevent
further merging, as described in Algorithm 2, lines 14–23. This process repeats until no further merging
is possible.

Termination of Optimization: The client terminates its local training when the pre-set stop conditions
are met, such as reaching the maximum training rounds or having no prototype splitting or merging take
place in the current round.

Model Upload: The client uploads the updated prototype set and weights W to the server.
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Algorithm 2: Prototype Merging (PM)
Require: Input: C, P, ns, flag_sm
Ensure: Output: C, P,←flag_sm

1: flag_merge← True
2: C← C, P ← P
3: while flag_merge do
4: flag_merge← False
5: C← C, P ← P
6: kn ← ∣C∣
7: while flag_merge = False do
8: (i , j) ← arg min1≤k≤kn Dcentroid(i , j)
9: if Dcentroid(i , j) ≠ INF then
10: Compute AICD by Eq. (5)
11: MCD ←max(AICDi , AICD j)
12: Divide ci c j into ns segments, obtaining si points
13: Si ← {x ∣ ∥x − si∥ ≤ MCD}
14: if ∀Si ≠ ∅ then
15: c′ ← ∣pi ∣⋅c i+∣p j ∣⋅c j

∣pi ∣+∣p j ∣

16: C← (C/{ci , c j}) ∪ {c′}
17: pi ← pi ∪ p j
18: P ← (P/{p j}) ∪ {pi}
19: flag_merge← True
20: flag_sm← True
21: else
22: Dcentroid(i , j) ← INF
23: end if
24: else
25: break
26: end if
27: end while
28: if flag_merge = False then
29: break
30: end if
31: end while

3.2.2 Differential Privacy Protection
To enhance data privacy, the client is suggested to add differential privacy noise to the uploading

prototypes [19]. Specifically, the client computes local prototypes Ci and weights wi and then adds noise
based on a differential privacy mechanism. It prevents external attackers from inferring the client’s specific
information from the uploaded data. The noisy prototypes and weights are formulated by

Cdp
i = Ci +DP(ε, Δc) (6)

wdp
i = wi +DP(ε, Δw) (7)
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Here, Cdp
i and wdp

i are the prototypes and weights with differential privacy noise denoted by DP(ε, Δc)
and DP(ε, Δw), respectively. Δc and Δw are the sensitivities of the prototypes and weights. ε is the privacy
parameter controlling the trade-off between privacy and accuracy: a smaller ε introduces stronger privacy
protection but may cause higher perturbation, potentially reducing model accuracy.

3.2.3 Global Prototype Aggregation
In the global prototype aggregation process, the server analyzes all the clients’ prototypes with differen-

tial privacy noise to optimize the global prototype. Algorithm 3 details the specific steps for global prototype
aggregation as follows:

Pre-Clustering: The server respectively collects the noisy prototype sets Cdp
i and sample weights wdp

i
from each client into the global dataset Dg = ⋃n

i=1 Cdp
i and the global sample weight set W = ⋃n

i=1 wdp
i .

Then, in line 9, the pre-clustering with the modified K-means++ is conducted on the global data to
obtain the corresponding cluster set Pg and the corresponding prototype set Cg for the subsequent
prototype aggregation.

Prototype Training and Adjustment: In each training round, the server checks if the current global
prototype set requires further splitting or merging, as described in lines 11 to 15. Specifically, the server splits
prototypes with low tightness and merges prototypes that are close and belong to the same cluster to improve
clustering accuracy. The splitting and merging strategies are consistent with those used in local training. The
server terminates global training when the predefined stopping conditions are met.

Update and Feedback: After prototype aggregation, in line 16, the server sends the updated global
prototype set Cg back to the clients for the next round of local training.

FedDPL efficiently aggregates global prototypes, striking a balance between data privacy protection
and the ability to adapt to diverse data distributions. By introducing strategies for splitting and merging
prototypes, the global model can dynamically adjust and refine its understanding of the differences between
clients. This approach enhances both the clustering performance and the robustness of the global model.

3.3 Implementation of FedDPL
Building upon the FedDPL framework outlined earlier, this section provides a detailed exposition of

the system’s implementation, as presented in Algorithm 3.

Algorithm 3: FedDPL with differential privacy
Require: Input: Data, n, ks, kc, ns, T, ε, Δ
Ensure: Output: C, Cg

1: Initialization:
2: for each client i ∈ n do
3: Ci , wi ← K-means (Data, kc)
4: Add noise for differential privacy:
5: Cdp

i ← Ci +DP(ε, Δc)
6: wdp

i ← wi +DP(ε, Δc)
7: send Cdp

i , wdp
i to Server

8: end for
9: for t = 0, 1, . . . , T − 1 do
10: (Server) Global Aggregation:

(Continued)
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Algorithm 3 (continued)

11: Dg ← ⋃n
i=1 Cdp

i , W ← ⋃n
i=1 wdp

i
12: Pre-clustering: Cg , Pg ← K-means++(Dg , W , ks)
13: flag_sm← True
14: while flag_sm do
15: flag_sm← False
16: Cg , Pg , flag_sm← PS(Cg , Pg , ns , flag_sm)
17: Cg , Pg , flag_sm← PM(Cg , Pg , ns , flag_sm)
18: end while
19: send Cg to clients
20: (Client) Local Training:
21: kkn ← ∣Cg ∣
22: Pre-clustering: Ci , Pi ← K-means++(D, Cg , kkn)
23: flag_sm← True
24: while flag_sm do
25: flag_sm← False
26: Ci , Pi , flag_sm← PS(Ci , Pi , ns , flag_sm)
27: Ci , Pi , flag_sm← PM(Ci , Pi , ns , flag_sm)
28: end while
29: wi ← size of each cluster in Pi
30: Ci ← Ci
31: Add noise for differential privacy:
32: Cdp

i ← Ci +DP(ε, Δc)
33: wdp

i ← wi +DP(ε, Δc)
34: send Cdp

i , wdp
i to server

35: end for

3.3.1 Initialization Phase
Each client runs K-means++ on its local data to generate the initial local prototypes and their sample

weights, as shown in line 2. To ensure privacy, differential privacy noise is added to the local prototypes and
sample weights in lines 3–4, thereby preventing potential information leakage. The noisy prototype set and
sample weights are then uploaded to the server in line 5.

3.3.2 Global Aggregation Phase
After receiving the noisy prototypes and sample weights from all clients, the server performs global

prototype aggregation in lines 8–16. Using similarity matching and weighted averaging, the server updates
the global prototype set and broadcasts it back to the clients.

3.3.3 Local Training Phase
Upon receiving the updated global prototypes, each client adjusts its local prototype set as shown in

lines 17–18. Differing from the standard K-means++ initialization strategy, this work introduces the global
prototype set as the initial centroids for local clustering. Then, the client continues local clustering training
to generate new local prototypes and sample weights in lines 20–26. Finally, the client applies differential
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privacy noise to the local prototypes and weights before uploading them to the server, as detailed in lines
27–29.

Through iterative interactions between clients and the server, clustering results are progressively refined.
FedDPL dynamically adjusts the global prototypes to capture data distributions more effectively, thereby
enhancing clustering accuracy. The framework effectively tackles challenges such as data heterogeneity,
dynamic category shifts, and privacy protection. Leveraging prototype splitting and merging mechanisms,
FedDPL flexibly adapts to client data to optimize global clustering performance, while differential privacy
ensures data security throughout the federated learning process.

4 Performance and Security Analysis

4.1 Time Complexity Analysis
The training process of FedDPL consists of a local training phase and a global aggregation phase. In

each round, both the clients and the server iteratively perform split and merge operations. Let k̄c denote the
average number of categories per client; we estimate the client-side time complexity based on this average,
where Tc and Tg represent the numbers of local and global split-merge iterations per round, respectively.

Local Training Phase. In each round, client i iteration costs O(k̄2
c) time. Thus, the time complexity of

the local training for each client is O(Tc ⋅ k̄2
c). Over T training rounds, the total local training complexity is

Tlocal, total = O (T ⋅ Tc ⋅ k̄2
c) (8)

In practice, the local computation also depends on the client dataset size ∣Di ∣ and feature dimensionality
d. Specifically, prototype updates and distance calculations incur O(∣Di ∣ ⋅ d) operations per iteration, which
dominate when datasets are large. Accordingly, the overall local computation cost can be approximated as
O(T ⋅ Tc ⋅ (∣Di ∣ ⋅ d + k̄2

c)), highlighting that clients with larger datasets or higher-dimensional features will
experience increased computational load.

Global Aggregation Phase. In each round, the server collects and aggregates the local prototypes
from clients, and conducts Tg iterations of split and merge operations in O(k̄2

s ) for each. Thus, the global
aggregation time complexity is

Tglobal, total = O(T ⋅ Tg ⋅ k̄2
s ) (9)

Overall Time Complexity. For a T rounds training, the overall time complexity of FedDPL is

Ttotal = O (T ⋅ (Tc ⋅ k̄2
c + Tg ⋅ k̄2

s )) (10)

4.2 Communication Complexity Analysis
The communication complexity of FedDPL is determined by the volume of data exchanged between

clients and the server in the training phase. In each round, clients upload their local prototypes to the server,
which then sends the updated global prototypes back to the clients.

Client-to-Server Communication. Each client sends its local prototypes to the server after completing
the local training phase. The data volume transmitted by each client depends primarily on the number of
local clusters k̄c. Therefore, the communication cost for client i in each round is proportional to O(k̄c). The
total communication cost for all clients in each round is

Tcomm, client-to-server = O(n ⋅ k̄c) (11)
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Server-to-Client Communication. In the global aggregation phase, the server sends the updated global
prototype back to clients. The communication cost is proportional to the number of global clusters k̄s and
can be formulated by

Tcomm, server-to-client = O(n ⋅ k̄s) (12)

Total Communication Complexity. Considering T training rounds, the total communication complex-
ity for FedDPL is the sum of the client-to-server and server-to-client communication complexities, which is

Tcomm, total = O (T ⋅ n ⋅ (k̄c + k̄s)) (13)

In realistic deployments, communication costs are further influenced by the prototype dimensionality
d. Each prototype consists of d parameters, leading to an actual per-round transmission volume of O(n ⋅
d ⋅ (k̄c + k̄s)). To mitigate communication overhead, techniques such as prototype compression or sparse
encoding may be employed, which we plan to explore in future work.

4.3 Privacy Preservation Analysis
In this section, the privacy-preserving mechanisms within the Federated Learning framework are exam-

ined to confirm whether the clients’ sensitive data can be adequately protected during the clustering process.

4.3.1 Data Localization and Leak Prevention
Client data is always stored locally and is never shared with the server or other clients. Only the centroids

and cluster sizes computed locally are uploaded without transmitting any raw data. This approach effectively
mitigates the risk of data leakage, ensuring the confidentiality of sensitive information [20].

4.3.2 Differential Privacy Protection
To further enhance privacy protection, differential privacy is suggested for the proposed FedDPL. When

uploading centroids and cluster sizes, clients add noise to their data to ensure data privacy. Differential
privacy guarantees that even if an attacker obtains the uploaded data from multiple clients, they cannot infer
the specific data of any individual client [21].

4.3.3 Client Heterogeneity and Privacy Preservation
Client heterogeneity refers to the varying data categories and amounts across different clients. Due to the

independence of client data, heterogeneity enhances privacy protection; even if data from one client is com-
promised, an attacker cannot deduce the data of other clients. Each client’s data is processed independently,
reducing the risk of cross-client data leakage, thereby effectively ensuring overall privacy security.

By integrating data localization, differential privacy, and client heterogeneity, FedDPL successfully
safeguards the confidentiality of client data. This approach prevents the leakage of sensitive information and
ensures the security and reliability of the clustering process.

5 Experiments

5.1 Experimental Setup
To comprehensively assess the effectiveness of FedDPL in malware detection, various experimental

scenarios are considered to simulate different levels of client heterogeneity. The federated learning framework
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employs a single-server, three-client architecture, with data distributions across clients kept consistent among
all compared methods to ensure fair and comparable evaluations.

Client Heterogeneity Analysis: We use two typical scenarios to simulate varying data distributions
among clients. In the first scenario, no overlap among different categories across clients is considered to
conduct adaptability evaluations in the presence of inconsistent category distributions. The second scenario
simulates category overlap between clients, further investigating the algorithm’s robustness when handling
data categories with overlapping regions.

Differential Privacy Impact Analysis: To evaluate the impact of privacy protection on clustering
performance, we conduct experiments with and without differential privacy noise. By comparing results
under these two settings, the capability of discovering latent categories while preserving data privacy can
be verified.

Benchmark Algorithm Selection: To thoroughly evaluate the performance of FedDPL, we select several
baseline algorithms for comparison:

• Federated Clustering Methods: k-FED [22] requires only a single communication round and theoret-
ically demonstrates that non-IID data under certain heterogeneity conditions can improve clustering
performance. FKC [23] achieves federated K-means clustering with varying cluster numbers without
data sharing, featuring dynamic adjustment and alignment mechanisms, and delivers performance close
to that of centralized clustering.

• Centralized Clustering Methods: DynMSC [24], X-means [25], CDKM [26], and SMKM [27]. Unlike
CDKM and SMKM, which require a predefined number of clusters, DynMSC and X-means can
automatically adjust the number of clusters based on the data. By comparing FedDPL with these
methods, we further validate its advantage in dynamic cluster adjustment.

Evaluation Metrics: To quantify the performance of different clustering algorithms, Adjusted Rand
Index (ARI) [28] formulated by Eq.(14) is adopted as the primary evaluation metric.

ARI =
∑i , j (Ni j
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(14)

Ni j is the number of data points with true label i but they are assigned by j, Ni⋅ and N⋅ j are the number
of data points with label i and j, respectively. Towards measuring the consistency between predicted clusters
and true clusters, ARI provides a comprehensive reflection of the performance of various methods in the
malware classification task.

To ensure experimental stability and consistency, all experiments are conducted on a workstation
equipped with an Intel i9-14900K CPU, 128 GB of RAM, and an NVIDIA GeForce RTX 4090 GPU running
Windows 11. The development environment was based on Python 3.11, with PyTorch 2.2.1 (CUDA 12.1) as
the primary deep learning framework.

5.2 Experimental Datasets
To evaluate the target algorithm’s adaptability and performance across different tasks, three representa-

tive malware datasets are employed.

(1) Virus-MNIST [29]: Virus-MNIST contains samples labeled as either malicious or benign, comprising
a total of 10 categories. It is specifically designed for malware detection and provides a testbed for
evaluating the algorithm’s effectiveness in the cybersecurity domain.
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(2) BIG 2015 [30]: Provided by Microsoft, BIG 2015 has 10,868 labeled samples from 9 malware categories,
including both binary and disassembled code.

(3) Malimg [31]: Collected by the University of California, Santa Barbara, Malimg includes 25 malware
categories and is primarily used for malware classification. It exhibits significant category imbalance,
making it suitable for evaluating the algorithm’s performance on imbalanced datasets.

The three datasets used in our experiments exhibit clear distributional deficiencies, including severe
class imbalance, substantial variation in cluster density, and pervasive sample confusion. These issues, taken
together, complicate the structure of the clustering space and significantly increase the difficulty of accurately
delineating family boundaries. Before conducting experiments, we perform feature extraction on the datasets
using a pre-trained ResNet-18 model [32], which has demonstrated outstanding performance across various
computer vision tasks and is widely used for feature extraction.

5.2.1 Cluster Size Analysis
Generally, the distribution of cluster sizes has a significant impact on the performance of clustering

tasks. The imbalanced distribution of categories often leads to degraded clustering results, particularly for
categories with few samples. Fig. 3 depicts the cluster sizes across different categories in the Virus-MNIST,
BIG 2015, and Malimg. As observed, they exhibit significant variations in cluster sizes. For example, in Virus-
MNIST, the “Adware” contains the largest number of samples (14,374), whereas “Trojan” and “Downloader”
have only 738 and 2228 samples, respectively. Similarly, BIG 2015 and Malimg present categories with
significantly more samples than others. In BIG 2015, the difference between the largest and smallest clusters
reached 2300. In Malimg, “Allaple.A” and “Allaple.L” separately contain 1272 and 2359 samples, while
most other categories have around 100 samples, and the smallest category has only 64. Such imbalanced
distributions affect clustering performance, especially for K-means and its variants, as unequal cluster
sizes often lead to drift in cluster centers. Large clusters may dominate the clustering process, leading to
misclassification on small clusters and a decline in overall clustering quality.
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Figure 3: (Continued)
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Figure 3: Cluster size distribution of the Virus-MNIST, BIG 2015, and Malimg datasets. Each bar represents the number
of samples in a category

5.2.2 Cluster Density Analysis
The density distribution of categories also plays a crucial role in determining the quality of clustering.

High-density clusters typically have compact sample distributions, making them easier to identify. In con-
trast, low-density clusters are more difficult to separate, which affects the precision of clustering. As shown
in Fig. 4, the density distributions of Virus-MNIST, BIG 2015, and Malimg reveal significant variations among
categories. In Virus-MNIST, the “Heuristic” category exhibits a high density of 12.33, while “Backdoor” and
“Spyware” have much lower densities of 4.47 and 5.79, respectively. In BIG 2015, “Simda” has the highest
density, while “Keilhos_ver1” shows an extremely low density of 3.26. In Malimg, the maximum density
difference reaches 28.85. The imbalanced density can cause cluster splitting or merging errors, affecting both
the stability and precision of clustering.

Additionally, we observe that high-density clusters tend to be smaller in size. For instance, in BIG
2015, the category of “Simda” has the highest density (22.8) yet with the fewest samples. Undoubtedly, this
increases the difficulty of cluster analysis, as mainstream methods typically aim for the global optimum. In
summary, both cluster size and density imbalance pose significant challenges to clustering tasks. Practical
clustering algorithms must account for these issues and adopt appropriate adjustments or strategies to
improve performance.

Figure 4: (Continued)
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Figure 4: Cluster density distributions of Virus-MNIST, BIG 2015, and Malimg. Each bar represents the sample density
within a category

5.3 Clustering Analysis under Heterogeneous Clients
To assess the robustness and effectiveness of FedDPL in handling highly heterogeneous data across

clients, this section considers non-iid data scenarios.

5.3.1 Disjoint Category Scenario
In this scenario, we assign completely disjoint categories to three clients, ensuring that each client holds a

unique, non-overlapping set of data classes. We next analyse the algorithm from two perspectives: clustering
accuracy and the ability to discover underlying categories.

Global Accuracy of Cluster Analysis: Given various initial cluster numbers (K) on heterogeneous
client data distributions, the global accuracies achieved by benchmark methods are depicted in Fig. 5. Virus-
MNIST consists of 10 true categories. FedDPL maintains an accuracy level above 91% across all initial cluster
numbers, with a difference less than 8% compared to the accuracy achieved with an initial cluster number 10.
Furthermore, accuracy tends to improve as the initial cluster number increases. In contrast, other algorithms
achieve their best performance only when the initial cluster number is close to the actual number, resulting
in a significant drop in accuracy as the deviation from this number increases. On BIG 2015, all methods
exhibit relatively stable accuracy overall. However, FedDPL demonstrates greater robustness and is hardly
affected by the choice of the initial cluster number. For Malimg of 25 true categories, accuracy decreases
across all methods as the initial number of clusters varies. However, FedDPL shows only a slight decline in
accuracy, which becomes noticeable only after the initial cluster number reaches 28, with a maximum drop
of 5%. In contrast, other algorithms experience a sharp decline in accuracy once the initial cluster number
exceeds 25, with k-FED exhibiting the most significant reduction in accuracy, reaching up to 22.71%. On
the other hand, FedDPL demonstrates strong robustness concerning the choice of initial cluster number
across different datasets, consistently achieving high accuracy even in the presence of category imbalance
and outperforming others.

Comparison of Local Accuracy: Since X-means, CDKM, SMKM, and DynMC are centralized meth-
ods, only k-FED and FKM are considered in this client-level clustering analysis. In Fig. 6, the suffix “-i”
(i = 0, 1, 2) of method’s name denotes the accuracy on Client i.
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Figure 5: Global accuracies achieved by benchmark methods under varying initial cluster numbers (K) with hetero-
geneous client data distributions. The shaded area represents the error band
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Figure 6: Local clustering accuracy achieved under varying initial cluster numbers (K) with heterogeneous client data
distributions

On Virus-MNIST, FedDPL consistently demonstrates an improvement in clustering accuracy as the
initial number of clusters increases. Performance consistently maintains a range of 85% to 99%, which
indicates strong adaptability. In contrast, both k-FED and FKM exhibit the opposite trend, as their accuracy
declines steadily with increasing initial K, suggesting their greater sensitivity to initialization. At BIG 2015,
FedDPL also demonstrates consistent accuracy across various initial cluster numbers, with all three clients’
accuracies exceeding 80%. This emphasizes the robustness of FedDPL. In contrast, both k-FED and FKM
perform well only when the initial K is close to the ground truth (i.e., 9). Their performance significantly
declines as the initial K deviates from this value, resulting in noticeable fluctuations. Clustering performance
on Malimg tends to be lower than on the previous two datasets, primarily due to significant differences in
cluster size and density across categories. As illustrated in Fig. 6, FedDPL maintains stable accuracy on Client
2 until the initial value K reaches 18, after which a slight decline is observed. In contrast, both k-FED and
FKM experience a sharp decrease once K exceeds 14, along with considerable fluctuations.

From the comprehensive analysis, it is evident that FedDPL achieves outstanding performance in
handling heterogeneous data and non-overlapping categories.

Analysis of Final Cluster Number (K Value) in Global Aggregation Scenario: Fig. 7 illustrates the
final cluster numbers (K values) for various benchmark methods under different initial K conditions in the
global aggregation framework. The x-axis represents the initial K values, and the y-axis represents the final K
values. We first analyze two centralized methods, X-means and DynMSC. As shown in the figure, X-means
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exhibits significant deviations between the final cluster numbers and the true category counts on the Virus-
MNIST and BIG 2015 datasets, with errors exceeding 11, indicating poor accuracy in estimating the number
of clusters. On the Malimg dataset, X-means’ final cluster number remains fixed at the initial value, lacking
the ability to adapt to the underlying data structure, which highlights its limitations in handling complex
data distributions. DynMSC relies on a predefined search range for cluster numbers and selects the optimal
K based on clustering accuracy within this range. Its main limitation lies in the requirement that the search
interval must contain the true number of categories and not exceed three times that number, thus depending
heavily on prior knowledge of the dataset’s category scale. In our experiments, the search range for DynMSC
was set from 9 to 18. The results show that DynMSC tends to overestimate the cluster number on Virus-
MNIST and BIG 2015, while significantly underestimating it by as many as 7 clusters on Malimg, indicating
poor robustness when facing complex or imbalanced category distributions. For FKM and k-FED, both
federated clustering methods, the final K values always match the initial K values. This indicates that these
methods fail to adjust the K value adaptively. These results suggest that while these methods partially adapt
to data heterogeneity, they are unable to determine the optimal number of clusters dynamically. In contrast,
FedDPL consistently estimates cluster numbers close to the true values, with errors generally controlled
within 2 clusters and minimal sensitivity to the initial cluster number. Only on the Malimg dataset, when the
initial K is set to 30, does the final cluster number fall short of the true number by 3 clusters. In most other
cases, FedDPL reliably approximates the true structure, demonstrating strong adaptability and robustness to
initialization parameters.
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Figure 7: The final cluster number KF, in global, achieved under varying initial Ks with heterogeneous client data
distributions

Analysis of Client Local Cluster Number (K Value) in Federated Clustering Framework: Fig. 8 illus-
trates the relationship between the final number of clusters obtained by each client and their corresponding
true number of categories under different initial K settings within the federated clustering framework. In the
figure, the dashed lines represent the true number of categories for each client, the yellow line indicates the
global clustering result, and the remaining three lines correspond to the final number of clusters identified
by the three clients. Given that the earlier global clustering analysis has revealed the limitations of k-FED
and FKM in accurately estimating the number of clusters, this section focuses on comparing the clustering
results of each client with their ground-truth category labels to more precisely evaluate the performance of
the proposed method in local clustering scenarios. On the Virus-MNIST dataset, the final cluster count of
client 0 deviates from the ground truth by 1, while client 1 achieves an exact match. For client 2, the final
cluster count gradually approaches the true value when the initial K ranges from 9 to 15, with deviations
remaining within 2; beyond an initial K of 15, the result aligns perfectly with the true number. For the BIG
2015 dataset, the final number of clusters remains stable across different initial K values for all clients, showing
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no sensitivity to the initial setting, and consistently deviates from the true number by no more than 2. On
the Malimg dataset, the results of clients 0 and 1 are similarly robust, differing from the ground truth by no
more than 1 regardless of the initial K. For client 2, the final cluster count matches the ground truth exactly
when the initial K is less than 18, with only minor fluctuations (within ±1) observed beyond that point.
Overall, across all three datasets, the final number of clusters obtained by each client closely approximates
the true number of categories, demonstrating strong robustness to the choice of initial K and highlighting
the method’s effectiveness in local clustering scenarios.
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Figure 8: The final cluster number KF, in local, achieved under varying initial Ks with heterogeneous client data
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5.3.2 Overlapping Category Scenario
This section explores how varying K values affect client clustering performance in the presence of dataset

overlap. In the experiment, Client 0 and Client 1 share one category, while Client 1 and Client 2 share another.
This arrangement simulates the data overlap commonly found in real-world distributed environments. Since
baseline methods like FKM and k-FED maintain the initial K value throughout the clustering process,
regardless of their settings, their results are excluded from the comparison.

Comparison of Local Clustering Accuracy Based on Clients: Clustering accuracies of each client with
different initial K values are illustrated in Fig. 9, where the suffix “-No-i” indicates that there is no data overlap
between clients, i.e., each client holds entirely disjoint data categories. In contrast, algorithms without the
“-No” suffix represent settings where category overlap exists among clients.
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Figure 9: Comparison of the impact of varying initial cluster numbers on client-level clustering accuracy under
overlapping and non-overlapping client data distributions

Overall, the client’s accuracy on Virus-MNIST and Malimg remains stable, even in the presence of
category overlap. Variations in the initial value of K have a limited impact on performance. However, on
BIG 2015, the client’s accuracy exhibits moderate fluctuations due to data overlap. This is mainly caused
by the increased similarity among local prototype sets resulting from category overlap. For FedDPL, it is
crucial for the server to accurately aggregate similar prototypes uploaded by clients to ensure that the global
prototype set accurately reflects the overall data distribution. Failing to effectively merge similar prototypes
may lead to local representation bias and degrade clustering performance. Furthermore, BIG 2015 has a
highly imbalanced category distribution. Some categories contain large but sparse amounts of data, while
others are small but dense, which complicates the clustering process under overlapping conditions. Despite
the challenges posed by data overlap and category imbalance, FedDPL maintains stable clustering accuracy
across datasets. The performance drop is limited, showcasing strong robustness and adaptability.

Analysis of True Category Discovery Ability: Fig. 10 illustrates the relationship between the final
number of clusters obtained by FedDPL and the actual number of categories for each client, based on different
initial K values in the federated clustering framework with category overlap. The dashed line represents the
actual number of categories for each client. For Virus-MNIST, the clustering results for Clients 0 and 2 differ
from the actual category numbers by no more than 1, while Client 1’s clustering matches the ground truth
perfectly. On BIG 2015, errors for all clients generally remain within 1, with noticeable fluctuations occurring
only at the initial K = 9. After that, the results stabilize. For the Malimg dataset, starting from an initial K of
12, the clustering counts gradually approach the true category numbers and eventually stabilize, with errors
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not exceeding 2. Overall, FedDPL consistently and accurately identifies the true number of categories for
each client across various initial cluster settings, demonstrating strong robustness and adaptability.
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Figure 10: Comparison of the effects of varying initial cluster numbers on the final number of clusters across clients
under overlapping and non-overlapping data distributions

5.4 Impact Analysis of Differential Privacy Mechanism on Clustering Performance
This section analyzes the impact of introducing differential privacy when clients upload model parame-

ters to the server. Since FKM and k-FED maintain the final number of clusters equal to the initial K regardless
of its value, we do not include them in the comparative analysis.

5.4.1 Comparison of Local Clustering Accuracy Based on Clients
In Fig. 11, algorithm with the suffix “-No-i” indicates no differential privacy mechanism applied, while

those without the “-No” suffix denote that differential privacy is incorporated during client model parameter
uploads. Lines with 0, 1, and 2 correspond to clients 0, 1, and 2, respectively. Results show that performance
with and without differential privacy largely overlaps. Therefore, the differential privacy mechanism has a
negligible impact on the effectiveness of clustering.

5.4.2 Analysis of True Category Count Recognition Ability
Fig. 12 illustrates the relationship between the final number of clusters produced by FedDPL and the

actual number of categories for each client across different initial cluster numbers K after implementing the
differential privacy mechanism. The dashed lines indicate the actual category counts. In Virus-MNIST, the
cluster count for Client 0 remains stable, with an error of 1. Client 1’s count perfectly matches the ground
truth, while Client 2’s count closely approaches the true number once the initial K exceeds 13. For BIG 2015,
cluster counts across clients are generally stable. Clients 0 and 1 show an error of 1, while Client 2 has an error
of around 2. In Malimg, cluster counts for all clients remain stable, with errors within 1. When comparing
these results to those obtained without the differential privacy mechanism, the differences are minimal. This
suggests that the introduction of differential privacy has a limited impact on FedDPL’s ability to identify the
number of categories accurately.

Although FedDPL does not explicitly target evasion techniques such as packing or polymorphism,
its image-based malware representations are derived from behavioral and structural features, which have
been shown to remain effective even under such transformations [33]. By capturing the inherent behavioral
patterns of malware, FedDPL can classify samples with a degree of robustness to common evasion methods.
Future work may extend the framework to evaluate and enhance resistance to such techniques explicitly.
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Figure 11: The clustering accuracy of the clients, with varying initial cluster numbers, during the upload of model
parameters to the server under the presence or absence of differential privacy protection
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Figure 12: The impact of varying initial cluster numbers on the final value of K for clients when uploading model
parameters to the server and the corresponding performance with and without differential privacy protection

6 Related Work
Malware analysis encounters several challenges, including the rapid emergence of variants, the presence

of unknown categories, and the necessity to detect new families of malware. Furthermore, malware samples
often contain sensitive information or are proprietary themselves, making privacy protection difficult and
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rendering centralized data collection impractical. There is an urgent need for a solution that accommodates
data heterogeneity and facilitates open-category discovery while preserving privacy.

6.1 Privacy Preservation
Centralized machine learning methods have made significant strides in extracting features and clas-

sifying malware [34]. However, these methods depend on centralized data, which raises privacy concerns.
To mitigate data leakage risks, some studies have introduced homomorphic encryption [35] and differential
privacy mechanisms to enhance security. However, these approaches often have high computational and
communication overhead and struggle with handling multi-source heterogeneous data and dynamic cate-
gories. In contrast, Federated Learning employs a “data-local storage” mechanism that safeguards privacy
while providing robust capabilities for distributed modeling. This approach presents a promising solution
for privacy protection and managing data heterogeneity in malware analysis.

6.2 Multi-Source Heterogeneous Data Handling
Federated learning often involves data from diverse sources that exhibit significant distributional

differences, posing considerable challenges for model training. Wang et al. [36] and Pedrycz et al. [37]
proposed fuzzy clustering strategies that enhance model robustness and privacy to some degree. However,
these methods still depend on a pre-defined number of clusters and perform suboptimally in the presence
of high heterogeneity. Additionally, Chung et al. [38] utilized generative models to facilitate federated
clustering, allowing for the discovery of latent structures within complex distributions. Nevertheless, their
approach is heavily reliant on the quality of the generator and suffers from high computational costs and
implementation complexity, which limits its practical application.

6.3 Dynamic Clustering Adjustment and Automatic Category Discovery
Determining the optimal number of clusters automatically and accommodating dynamic category shifts

are essential for enhancing the practical utility of federated clustering. Garst and Reinders [23] introduced a
weighted K-means framework aimed at addressing the issue of empty clusters through adaptive weighting.
However, this weighting mechanism may pose privacy risks and cannot automatically discover the true
number of classes. k-FED is a one-shot federated clustering method that directly extracts local cluster centers
from the diverse data distributions of clients. It then performs global clustering using weighted spectral
clustering on the server. This design significantly reduces communication overhead while preserving clus-
tering quality, albeit with limitations in automatic category discovery. To tackle this limitation, FedRCD [39]
constructs client clustering relationships using the Louvain algorithm, allowing clustering without requiring
a predefined number of clusters. However, the effectiveness of this approach strongly depends on the
quality of the initial prototypes from each client. In highly heterogeneous environments, unrepresentative
prototypes may introduce errors that propagate through the constructed graph, ultimately undermining the
accuracy of global community detection. Although existing research has made significant strides in privacy
preservation, managing multi-source heterogeneous data, and recognizing dynamic categories, several key
challenges remain. These include the absence of automatic cluster inference, limited adaptability to complex
data distributions, and insufficient robustness. To overcome these issues, the proposed FedDPL integrates
dynamic prototype adjustment and differential privacy techniques to improve both performance and security
in heterogeneous environments.
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7 Conclusion
Data heterogeneity, unknown cluster numbers, non-spherical distributions, and privacy concerns pose

significant challenges for federated clustering. To tackle these issues, this paper presents a solution called
FedDPL, which incorporates an ensemble K-means within a Federated Learning framework. It employs a
dynamic prototype aggregation strategy that enables adaptive clustering across diverse client data. FedDPL
can identify the actual clusters without requiring prior knowledge of the number of clusters K, a common
limitation of traditional K-means and its variants. Additionally, it improves both global clustering accuracy
and balance on the client side. Theoretical analysis, along with experiments conducted on various malware
detection tasks, shows that FedDPL exhibits strong robustness and adaptability while maintaining a balance
between clustering performance and data privacy. Although FedDPL generally performs well, its clustering
quality can be negatively impacted by extreme category imbalances or when dealing with sparse and small
categories. These challenges warrant further investigation.
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