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ABSTRACT: Topological information is very important for understanding different types of online web services, in
particular, for online social networks (OSNs). People leverage such information for various applications, such as social
relationship modeling, community detection, user profiling, and user behavior prediction. However, the leak of such
information will also pose severe challenges for user privacy preserving due to its usefulness in characterizing users.
Large-scale web crawling-based information probing is a representative way for obtaining topological information of
online web services. In this paper, we explore how to defend against topological information probing for online web
services, with a particular focus on online decentralized web services such as Mastodon. Different from traditional cen-
tralized web services, the federated nature of decentralized web services makes the identification of distributed crawlers
even more difficult. We analyze the behavioral differences between legitimate users and crawlers in decentralized web
services and highlight two key behavioral attributes that distinguish crawlers from legitimate users: instance interaction
preferences and hop count in profile viewing patterns. Based on these insights: we propose a supervised machine
learning-based framework for crawler detection, which is able to learn the federation-aware feature representations for
users. To validate the framework’s effectiveness, we construct a labeled dataset that integrates real users with real-trace
driven simulated crawlers in Mastodon. We use this dataset to train various supervised classifiers for crawler detection.
Experimental results demonstrate that our framework can achieve an excellent classification performance. Moreover,
it is observed that federation-aware features are effective in improving detection performance.

KEYWORDS: Anti-mapping; crawler detection; machine learning; decentralized online social networks

1 Introduction
Topological information plays a critical role in understanding online web services, particularly online

social networks (OSNs) [1]. Extensive studies are based on OSNs’ topological information, i.e., the social
graphs [2–5], as such information underpins a wide range of applications such as information diffu-
sion [6], community detection [7–9], and recommender systems [10]. However, the topological information,
characterizing the relationships among the users of online web services, is not only a foundation for
functionality but also a target for adversarial exploitation. In particular, large-scale web crawling-based
information probing has become a pressing concern. Such probing enables unauthorized data harvesting,
cross-community profiling, and manipulation of users’ social relationships, thereby threatening the leakage
of topological information.

Copyright © 2025 The Authors. Published by Tech Science Press.
This work is licensed under a Creative Commons Attribution 4.0 International License, which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

https://www.techscience.com/journal/CMC
https://www.techscience.com/
http://dx.doi.org/10.32604/cmc.2025.073155
https://www.techscience.com/doi/10.32604/cmc.2025.073155
mailto:chenyang@fudan.edu.cn


2 Comput Mater Contin. 2026;86(3):10

While the risks of information probing have long been recognized in centralized OSNs such as
Facebook and Twitter/X, these platforms retain the advantage of centralized governance. Uniform policies,
platform-wide blacklists, and coordinated access control mechanisms allow them to defend against crawler-
based attacks [11–14] more conveniently. By contrast, online decentralized web services, exemplified by the
decentralized online social networks (DOSNs) [15–18], operate as federations of independently administered
servers (instances), each maintaining only a partial view of the global social graph. This architectural
openness, while empowering for users, also creates unique vulnerabilities. Open registration and distributed
governance reduce the barrier for adversaries to deploy automated accounts across multiple instances,
allowing large-scale cross-instance topology probing [19,20]. Moreover, existing defensive approaches, such
as per-account or per-IP rate limiting, are coarse-grained [21]. They are insufficient against sophisticated
crawlers that can closely mimic legitimate users by posting content, following accounts, and generating
realistic interaction histories [22]. In particular, in DOSNs such as Mastodon [23], the lack of centralized
oversight impedes instances from sharing crawler detection strategies or coordinating blacklists, leaving
decentralized ecosystems exposed to greater probing threats. As decentralized services continue to grow in
scale, the need to defend against topological information probing is increasingly urgent.

This paper takes a defense-oriented perspective on topological information probing by investigating
the behavioral distinctions between legitimate users and crawlers in decentralized web services. We leverage
these distinctions to design a machine learning-based crawler detection framework. Our empirical analysis
highlights two key behavioral properties that differentiate legitimate users from crawlers, i.e., instance
interaction preference and social distance in profile viewing patterns. Legitimate users tend to interact
primarily with proximate neighbors within their home instance, whereas crawlers show no such preference
and often access distant or arbitrary positions in the social graph. Building on these insights, we construct
a labeled dataset by combining real user data with real-trace-driven simulated crawlers, in which actual
Mastodon user behavior traces guided the generation of simulated crawler activity. We then extract both
conventional and federation-aware features and use them to train supervised classifiers for crawler detection.
The key contributions of this paper are as follows.

• We present a comprehensive user behavioral analysis in DOSNs, identifying distinct cross-instance
interaction patterns and profile viewing patterns between legitimate users and crawlers.

• We construct and label a dataset comprising both legitimate user data and crawler activities simulated
based on real traces from Mastodon, enabling empirical evaluation.

• We propose a supervised machine learning-based detection framework for identifying crawlers in
DOSNs based on ActivityPub and evaluate its effectiveness as a practical defense using a labeled
Mastodon dataset.

By addressing the unique challenges of decentralized ecosystems, this work advances the protection of
users and platforms against topological information probing, thereby strengthening the long-term security
and trustworthiness of decentralized web services.

2 Background and Data Analysis

2.1 Decentralized Online Social Networks and Mastodon
DOSNs have increasingly attracted attention as privacy-preserving alternatives to conventional,

corporate-controlled platforms. This trend further accelerated following Twitter’s acquisition and renaming
as X in 2022 [24]. In contrast to single-provider platforms, a DOSN platform is a federation of servers (usually
called instances) that exchange data through open standardized protocols. The ActivityPub Protocol [25] is
currently the dominant standard for DOSNs. It enables users on one instance to follow, mention, and share
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content with users on any other instance. It can preserve the global social graph while leaving each instance
free to design its own moderation policies, data-retention rules, and community norms. People often use
the term Fediverse to describe the ensemble of online social networks that consist of different instances. The
Fediverse encompasses a diverse range of platforms, including microblogging services like Mastodon [26],
image-sharing platforms like Pixelfed [27], and video hosting services like PeerTube [18]. A user enrolls in
the network by choosing an instance as its home instance1, creating an account, and subsequently forming
social ties both within and across instances. Each account maintains a profile page that aggregates account
information, posts, and replies.

Mastodon is one of the most well-known DOSNs. Like Twitter/X, it functions as a microblogging
platform where people can publish original posts and repost other users’ posts. As shown in Fig. 1, Mastodon’s
network consists of multiple instances, in which users can interact across the federated network by following,
liking, reposting, and replying. To assist newcomers in finding a suitable instance, Mastodon provides a
curated list of recommended instances on its official website [28], while also allowing users manually to
search for instances. To balance discoverability, self-governance and privacy, Mastodon offers three feeds:
home, trending, and live feeds. The home feed is personalized, featuring content from the accounts or hashtags
the user follows. The trending feed is sorted according to a “trending score”. The live feeds show the latest
posts from the federated instances. Different feeds make it possible that crawlers can adopt different crawling
strategies. Additionally, Mastodon allows users to configure the visibility of their profiles in multiple ways:

posts

favorties

follows

replies

follows

follows

piaille.fr

ActivityPub

social.vivaldi.net

mastodon.social

Figure 1: Interactions in Mastodon via ActivityPub: examples of follow relationships and content actions (posts,
favorites, replies) occurring across instances

• Public: In this mode, users’ followers and followees are displayed, the platform recommends their
accounts to others, and the accounts are visible in search engines.

• Private: In this mode, users must manually approve follow requests. Their followers and followees are
not displayed to other users, their accounts are not recommended to others and are not visible in
search engines.

• Custom: In this mode, users can manually configure the above settings according to their preferences.

1A user’s home instance is the server where the user’s account is hosted.
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In our work, we focus only on public accounts, assuming that user profiles, along with their follower
and followee lists, can be viewed. Notably, unlike centralized OSNs, Mastodon imposes specific visibility
restrictions: when viewing another user’s follower and followee lists, one can only access users who belong
to the same instance [21]. This limitation affects users’ browsing and interaction behaviors, which will be
further discussed in the following part of this section.

2.2 Targeted Crawlers
The goal of a crawler is to comprehensively collect user profiles and social relationships, and to construct

a relational network among users. The collected data may later be exploited for commercial analytics,
social-graph inference, or large-scale model training. Traditionally, crawlers targeting online social platforms
adopt the breadth-first search (BFS) strategy, expanding and collecting user data layer by layer [29,30]. In
Mastodon-like DOSNs, live feeds timelines continuously push real-time published posts, providing a new
entry for crawlers. As a result, a number of collection methods have emerged that directly crawl active
posting users by monitoring live feeds [19,20]. These two crawler types are the primary drivers of topological
information leakage. Accordingly, we focus on defending against these two crawler types.

BFS Crawlers: The crawlers register accounts across multiple instances to gain access permissions
and then recursively traverse the social graph in a BFS manner under the instance’s rate limit. They start
from several seed users and expand to followers and followees, with a bias toward densely connected
neighborhoods to improve discovery efficiency [29,30]. As a result, BFS crawlers typically produce a higher
volume of profile views than legitimate users, while the hop counts from the initial seed users slowly increase
over time. To better mimic human activity, the crawler also triggers lightweight interactions such as replies
or favorites. Additionally, due to Mastodon’s instance-based architecture, users can only view the users
hosted on the same instance when viewing follower or followee lists. Therefore, profile views and interaction
behaviors generated by one BFS crawler are almost exclusively confined to users within the same instance.

Live Feeds Crawlers: The crawlers register accounts across multiple instances to gain access permis-
sions. They continuously fetch posts from live feeds timelines and subsequently access the profiles of users
who have recently posted [19,20]. They also produce superficial interactions, such as replying to or favoriting
posts. The primary goal of live feeds crawlers is to passively and efficiently collect active users’ data. As this
strategy is driven by live feeds timeline which aggregates the latest posts from all instances, it usually results
in a high volume of cross-instance profile views and interactions. Moreover, the pattern of profile view hops
is highly variable, lacking the smooth, incremental growth seen in BFS.

2.3 User Behavior Analysis
Understanding the behavioral characteristics of users is essential for distinguishing between legitimate

users and crawlers in DOSNs. In this subsection, we analyze activity patterns of legitimate users and crawlers
across multiple dimensions.

2.3.1 Legitimate User Behavior Analysis
Thoroughly modeling legitimate user behavior in DOSNs presents inherent challenges due to lim-

itations in server-side observability. Although Mastodon offers an open API that allows developers and
researchers to access public user information, including follower and followee lists, posts, replies, favorites, it
does not expose detailed browsing behavior such as profile views. This omission is particularly significant, as
profile viewing behavior serves as a key indicator in identifying crawler-like activity [11]. To compensate for
this observability gap, our behavior analysis draws upon (i) established behavioral insights from prior studies
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on centralized OSNs, e.g., RenRen, Facebook, Orkut, and (ii) empirical analysis of Mastodon-specific user
behavior using the dataset collected by FediLive [19] during the period from 22 November to 2 December
2024.

Prior work shows that profile views are heavily skewed: over 90% of users make or receive fewer
than 10 views, while only 0.4% view more than 50 profiles [11]. Profile view activity is also topologically
localized: more than 80% of profile views occur within a two-hop neighborhood [11]. Additionally, a strong
positive correlation exists between the number of social connections and profile view count, with a Pearson
correlation coefficient of approximately 0.75 [31]. Therefore, we synthesize the profile view of users according
to the Pearson correlation with user degree. Let D = (D1 , D2, . . . , Dn) denote the vector of user degrees and
V = (V1 , V2, . . . , Vn) denote the vector of profile view counts.

ρ(D, V) = cov(D, V)
σD σV

= E[(D − μD)(V − μV)]
σD σV

(1)

where E[⋅] is the empirical expectation, μD = 1
n ∑

n
i=1 Di and μV = 1

n ∑
n
i=1 Vi are the respective means, and

σD =
√

1
n ∑

n
i=1(Di − μD)2 and σV =

√
1
n ∑

n
i=1(Vi − μV)2 are the respective standard deviations. Given D, σD ,

μD , ρ(D, V) and set σV , μV , we can construct V.
We further analyzed reply2 interactions. The results reveal a pronounced intra-instance communication

pattern: 85.71% of all replies occurred within the same instance, while only 14.29% occurred across instances.
On a user-level basis, the average intra-instance reply ratio is 93.13%, compared to just 6.87% for cross-
instance replies. Furthermore, to quantify users’ reply preferences more precisely, we computed the ratio
between intra-instance and cross-instance reply probabilities, excluding trivial cases where an instance only
contains a single user. The results show that users in most instances demonstrate a significantly stronger
tendency to reply to users within their home instance.

To establish a reliable baseline for typical legitimate user behavior in Mastodon, we calculated the
average activity metrics of all users over a two-week observation window. This time frame captures stable
patterns of engagement while minimizing the influence of short-term anomalies. Table 1 shows that the
average active Mastodon user posted 6.76 posts, gave 2.29 favorites, received 16.99 likes, and exchanged 2.46
replies. These values reflect the modest engagement levels characteristic of the majority of users in Mastodon.

Table 1: The average value of legitimate user behavior metrics

Metric Average value
Number of posts 6.76

Number of favorites given 2.29
Number of favorites received 16.99

Number of replies given 2.88
Number of replies received 2.46

While average values provide a significant summary, they fail to capture the diversity and imbalance
inherent in user behavior. To better illustrate this, we used complementary cumulative distribution functions
(CCDFs) to visualize user activity features. The distribution of posts (Fig. 2a) per user follows a classic heavy-
tailed pattern: the majority of users contribute only a small number of posts, while a small minority are
responsible for a disproportionately large share of content production.

2A reply denotes a direct response from one user to another user’s post within the platform.
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Figure 2: (a) CCDF of the posts posted by Mastodon users during a two-week period. (b) CCDF of the favorites given
and received by Mastodon users during a two-week period. (c) CCDF of the replies given and received by Mastodon
users during a two-week period

Fig. 2b reveals that while most users give or receive relatively few favorites, a small subset accumulates a
significantly higher number. Notably, the “Favorites Given” curve lies above the “Favorites Received” curve,
indicating that favoriting behavior is slightly more evenly distributed than being favorited.

Fig. 2c reveals that both “Replies Given” and “Replies Received” follow heavy-tailed distributions,
indicating that while most users participate in only a limited number of reply interactions, a small subset
exhibits significantly higher activity. Notably, the two curves are closely aligned across most of the range,
suggesting that replying is almost proportional to being replied to.

2.3.2 Behavior Analysis of Crawlers
To investigate crawling behavior in DOSNs, we simulated crawlers on Mastodon. In contrast to

legitimate users, crawlers are designed to resemble legitimate user accounts in both profile and general
behavioral patterns, with the goal of extracting user data as extensively and unobtrusively as possible.
Although crawlers may attempt to mimic legitimate user behavior, empirical observations of crawling activity
on Mastodon reveal behavioral discrepancies in specific dimensions [19,20]. To better reflect crawler-specific
operating characteristics, features such as profile view, cross-instance interaction, and hop count3 of profile
views are selectively inflated to reflect crawler-specific patterns. It is important to note that Mastodon has a
rate limit for accounts. By default, all endpoints and methods can be called 300 times within 5 min [21]. This
constraint significantly impacts the crawling speed. In practice, crawlers must operate under this limitation
while still attempting to maximize data collection efficiency within allowable requests.

Under the constraints described above, we first synthesized crawler profiles parameterized by empirical
user behavior. Then, as detailed in Section 2.2, we simulated two representative crawling strategies—BFS
and live feeds—crawlers and generated 1000 synthetic crawlers (500 per type). Subsequently, to validate how
well the simulated crawlers reflect real-world strategies, we compared their behavioral patterns with those
of legitimate users, revealing two important differences.

Profile views are highly non-local. Fig. 3 shows the hop count distribution of profile views made by
different types of crawlers and legitimate users. Compared to legitimate users, crawlers generally access
profiles that are farther away in the social graph. This trend is particularly pronounced for live feeds crawlers,
whose hop count distribution is relatively uniform, reflecting the randomness of their browsing behavior.
In contrast, BFS crawlers display a long-tail hop distribution, with almost all profile views occurring within

3Hop count is the number of edges on the shortest path between the viewer and the viewee in the social graph.
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6 hops from the seed users. Overall, legitimate users typically access profiles within a 1-4 hop range, while
crawlers are more likely to perform high-hop, non-local visits.

Figure 3: Cumulative distribution of the hop counts of profile views in Mastodon with different types of users

Cross-instance interaction ratio is different from legitimate users. Table 2 compares the intra-
instance and cross-instance reply ratios of different user types. Legitimate users predominantly interact
within their home instance, with 85.71% of replies directed toward users from the same instance. BFS
crawlers exhibit even stronger intra-instance locality, with over 94% of their replies occurring within the
same instance. In contrast, live feeds crawlers demonstrate a strikingly different pattern: over half (54.17%)
of their replies are directed toward users in other instances. This reflects their timeline-driven browsing
strategy, which is less bound by structural locality and more influenced by activity levels across the federated
network. These differences in cross-instance behavior offer a valuable signal for distinguishing crawlers from
legitimate users.

Table 2: Reply ratio of different user types

User type Intra-instance reply ratio Cross-instance reply ratio
legitimate user 85.71% 14.29%

BFS crawler 94.34% 5.66%
Live feeds crawler 45.28% 54.17%

3 Crawler Detection System Design

3.1 Overview
In this paper, we propose a machine learning-based crawler detection framework from the perspective

of instance administrators, aiming to differentiate legitimate users and crawlers by comparing the profile and
activity characteristics. The framework can be deployed across instances, enabling each administrator to take
action against detected crawlers. The illustration of the framework is shown in Fig. 4, which consists of three
procedures, namely, Data Sources, Feature Extraction and Decision Maker. The data sources are from each
instance’s user profiles, UGC, and web access logs (see Section 3.2). We then extract features from these data.
The features are detailed in Section 3.2. Finally, the decision maker applies the trained classifier to detect
crawlers. Section 3.4 describes the decision maker module.
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Figure 4: Overview of the framework

3.2 Data Sources
The data collection phase involved the following sources: (i) web access logs; (ii) user profiles; (iii) user-

generated content (UGC). The observation window is set to two weeks, and only user behavior and access
records within this period are counted.

From the server logs, timestamped requests for profile views are extracted. For each request, the viewer
and viewee identifiers and their respective home instances are extracted, duplicate records are removed, and
obvious non-human traffic (such as known bots) is filtered. For each user observed during the window, its
user profile can be retrieved via the platform API. From UGC, posts, replies, favorites are collected and
their corresponding counts are calculated. Subsequently, the multi-source data is merged, timestamps are
unified, and accounts that may interfere with cross-instance metrics (such as suspended, deleted, or single-
user instances) are removed. Based on this, user-level aggregate metrics are generated, including the number
of followers and followees, as well as the number of posts, replies, favorites, and profile views within the
observation window, interactions within and across instances, and the average hop count of profile views
based on the social graph.

3.3 Feature Extraction
To extract meaningful features for crawler detection, we combine several conventional features, such as

posts volume, with federation-aware activity features, such as cross-instance interaction ratio. This extraction
process is performed in a manner that captures both the statistical dynamics and interaction patterns,
providing a comprehensive representation of users’ behavior. These features are then used as inputs to the
supervised machine learning model, which is trained to differentiate between legitimate users and crawlers.

For the computation of features, we fix an observation window τ. All counts are aggregated over τ (e.g.,
from 22 November to 2 December 2024 ). Let inst(u) be user u’s home instance which refers to the instance
registered by the user. The detailed descriptions are as follows:

• follower count: Define u f ol l ow er as the number of accounts following u. In legitimate users, follower
accrual correlates with sustained content production and reciprocal interaction; by contrast, crawlers
attract few genuine followers, producing a distinctive followee-follower imbalance.
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• followee count: Let u f ol l ow ee denote the number of accounts that user u follows. This static snapshot
approximates the outward breadth of the user’s social radius.

• post volume: Pτ
u is the number of original posts authored by u within observation window τ.

• reply volume: Rτ
u counts the replies issued by user u during τ.

• favorite volume: Fτ
u records the number of favorite actions performed by user u.

• profile view count: V τ
u measures how many times user u visits the profile pages of other users with τ.

• mean social hop count: For each profile view vi ∈ V τ
u , we compute the shortest-path length hop(u, vi)

in the daily follower graph snapshot and mean social hop count

Hτ
u =

1
∣V τ

u ∣
∑

vi∈V τ
u

hop(u, vi), (2)

with Hτ
u = 0 if no profile views occur.

• cross-instance interaction ratio: Let Eτ
u denote the set of explicit interaction events—replies and

favorites—initiated by user u during τ. For any event e ∈ Eτ
u , let src(e) and dst(e) denote its initiating

and receiving user, respectively, and let inst(⋅) denote a user’s home instance. We define

CIτ
u =
∣{e ∈ Eτ

u ∣ inst(src(e)) ≠ inst(dst(e))}∣
∣Eτ

u ∣
. (3)

3.4 Decision Maker
Concatenating the hop count, cross-instance ratio and all conventional features together, we introduce

a decision maker module to determine whether an account is a crawler. This module is implemented using a
supervised machine learning classifier, which takes the extracted features as input. A variety of mainstream
supervised learning algorithms can be employed, including Logistic Regression [32], C4.5 [33], Support
Vector Machine (SVM) [34], Random Forest [35], and gradient boosted decision trees (GBDT) such as
XGBoost [36], LightGBM [37] and CatBoost [38]. Once the classifier is selected, its parameters are optimized
using the training and validation datasets. After that, the trained classifier will be able to make a judgment
based on a user’s features. Their basic principles and representative formulas are introduced as follows.

3.4.1 Logistic Regression
Logistic Regression is a linear classifier that estimates the probability of a sample belonging to the

positive class using the logistic (sigmoid) function

P(y = 1∣x) = σ(w⊺x + b) = 1
1 + exp(−(w⊺x + b)) , (4)

where w and b are the model parameters, and σ(⋅) is the sigmoid function. The predicted label is determined
by thresholding this probability.

3.4.2 C4.5 Decision Tree
C4.5 constructs a decision tree by recursively selecting features that maximize the information gain

ratio. For a dataset S, the information gain of feature A is defined as

Gain(S , A) = Entropy(S) − ∑
v∈Values(A)

∣Sv ∣
∣S∣ ⋅ Entropy(Sv), (5)
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with

Entropy(S) = − ∑
c∈C l asses

pc log2(pc). (6)

The gain ratio adjusts for bias toward multi-valued features

GainRatio(S , A) = Gain(S , A)
Spl itIn f o(S , A) . (7)

3.4.3 Support Vector Machine
SVM aims to find a hyperplane that maximizes the margin between two classes. The optimization

problem is formulated as

min
w ,b ,ξ

1
2
∥w∥2 + C

n
∑
i=1

ξi , (8)

subject to

yi(w⊺xi + b) ≥ 1 − ξi , ξi ≥ 0, (9)

where C is the penalty parameter. Kernel functions K(xi , x j) allow SVM to model non-linear deci-
sion boundaries.

3.4.4 Random Forest
Random Forest is an ensemble method that builds multiple decision trees using bootstrap samples and

random feature subsets. Each tree ht(x) outputs a prediction, and the final classification is obtained by
majority voting

ŷ =mode{h1(x), h2(x), . . . , hT(x)}, (10)

where T is the number of trees. This mechanism enhances robustness and reduces overfitting.

3.4.5 Gradient Boosted Decision Trees
GBDT is an additive model where trees are built sequentially, with each new tree fitting the residuals of

the previous ensemble. Its general objective is

L =
n
∑
i=1

l(yi , ŷ(t−1)
i + ft(xi)) +Ω( ft), (11)

where l is the loss function, ŷ(t−1)
i is the prediction from the previous trees, and ft is the newly added tree.

The regularization term Ω( ft) controls model complexity.
Specifically:

• XGBoost applies a second-order Taylor expansion of the loss and introduces explicit regularization to
improve generalization.

• LightGBM improves training efficiency through Gradient-based One-Side Sampling (GOSS) and
Exclusive Feature Bundling (EFB), and adopts a leaf-wise tree growth strategy with depth constraints.
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• CatBoost employs ordered boosting and specialized encoding for categorical features, reducing overfit-
ting and enhancing performance on categorical data.

4 Evaluation
In this section, we conducted experiments on a commodity laptop with an Apple M1 Pro CPU and

16GB of RAM, using the dataset we constructed to evaluate the effectiveness of our framework for crawler
detection in DOSNs. And we addressed the following research questions (RQs):

• RQ1: How do different algorithms compare in their ability to detect crawlers (Section 4.3)?
• RQ2: To what extent does crawler activity level affect detection performance (Section 4.4)?
• RQ3: Does incorporating hop count and cross-instance interaction features improve classification

accuracy (Section 4.5)?

4.1 Dataset
We utilized raw data sourced from FediLive [19], which contains posts, replies, and favorites from

Mastodon users between 22 November and 2 December 2024. For each user, we extracted the counts
of followers, followees, posts, favorites, and replies, and calculated the cross-instance interaction ratio.
Additionally, we computed the hop counts of simulated profile viewing. The simulation details are provided
in Section 2.3. We generated two synthetic crawler types—BFS crawlers and live feeds crawlers—based on
the target outlined in Section 2.2. We then constructed two labeled evaluation datasets, 3000 legitimate
users with 500 BFS crawlers and 500 live feeds crawlers separately. Each dataset was split into train and test
partitions (80/20) using stratified sampling with a fixed random seed of 42.

4.2 Metrics
We evaluate the detection performance of models using F1-score [39] and AUC [40]. For comprehen-

sively understanding the calculation of these two metrics, we firstly give the computation of Precision and
Recall. Precision quantifies the share of predicted positives that are true positives and is pertinent when the
cost of false positives is high. Recall measures the share of true positives that are correctly identified and is
critical when the cost of false negatives is high.

Precision = TP
TP + FP

, (12)

Recall = TP
TP + FN

= TPR, (13)

where TP is True Positive, TN is True Negative, FP is False Positive, and FN is False Negative.
F1-score is the harmonic mean of precision and recall, providing a single metric that summarizes their

trade-off. F1-score could be calculated by

F1-score = 2 × Precision × Recall
Precision + Recall

. (14)
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AUC measures the area under the receiver operating characteristic curve, capturing a model’s threshold-
independent ability to discriminate between positive and negative classes. The AUC is given by

AUC =
K−1
∑
i=1
(FPRi+1 − FPRi)

TPRi+1 + TPRi

2
, (15)

where TPR is calculated as defined in Eq. (13), FPR is given by

FPR = FP
FP + TN

, (16)

and K is the number of points when the ROC curve is approximated using the trapezoidal method: that is,
the number of all points (FPRi , TPRi) on the ROC line obtained by scanning from high to low thresholds,
sorted in increasing order of FPR.

4.3 Performance of Classification Algorithms (RQ1)
We compared seven supervised machine learning methods on two types of crawlers. The parameter

settings for each method are shown in Table 3. The results are shown in Table 4. Overall, GBDT methods
outperform other classifiers.

Table 3: Hyperparameters setting

Model Hyperparameters

Logistic regression max_iter=1000, solver=“lbfg”, class_weight=“balanced”,
random_state=42

C4.5 criterion=“entropy”, splitter=“best”, random_state=42

SVM kernel=“rbf”, C=1.0, gamma=“scale”, probability=True,
class_weight=“balance”, random_state=42

Random forest n_estimators=200, max_depth=6, min_samples_split=2,
min_samples_leaf=1, random_state=42, n_jobs=-1

XGBoost

n_estimators=200, max_depth=6, learning_rate=0.05,
subsample=0.8, colsample_bytree=0.8,

objective=“binary:logistic”, eval_metric=“auc”,
n_jobs=-1, random_state=42

LightGBM
n_estimators=200, learning_rate=0.05, subsample=0.8,
colsample_bytree=0.8, objective“binary”, n_jobs=-1,

random_state=42

CatBoost
iterations=200, depth=6,

learning_rate=0.05,loss_function=“Logloss”,
eval_metric=“auc”, verbose=False, random_seed=42

For the BFS crawlers, GBDT dominates: CatBoost attains F1-score = 0.995 and AUC = 1.000, with
LightGBM and XGBoost close behind (LightGBM: F1-score= 0.991, AUC= 0.999; XGBoost: F1-score= 0.983,
AUC = 0.999). The traditional C4.5 decision tree also performs strongly (F1-score = 0.971, AUC = 0.981). In
comparison, SVM yields F1-score = 0.824 (AUC = 0.969), Random Forest F1-score = 0.663 (AUC = 0.977),
and Logistic Regression is the weakest (F1-score = 0.582, AUC = 0.842).
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Table 4: Performance comparison

Classifier BFS crawlers Live feeds crawlers

F1-score AUC F1-score AUC
Logistic

regression 0.582 0.842 0.601 0.907

C4.5 0.971 0.981 0.911 0.945
SVM 0.824 0.969 0.821 0.979

Random
forest 0.663 0.977 0.794 0.986

XGBoost 0.983 0.999 0.975 0.998
LightGBM 0.991 0.999 0.975 0.999
CatBoost 0.995 1.000 0.966 0.999

For the live feeds crawlers, F1-scores are generally lower than in the BFS setting, yet GBDT retains its
advantage. LightGBM and XGBoost both reach F1-score = 0.975 (with AUC = 0.999 and 0.998, respectively),
followed by CatBoost (F1-score = 0.966, AUC = 0.999). C4.5 records F1-score = 0.911, AUC = 0.945; SVM
and Random Forest achieve F1-score = 0.821, AUC = 0.979 and F1-score = 0.794, AUC = 0.986, respectively;
Logistic Regression remains lowest (F1-score = 0.601, AUC = 0.907).

Additionally, we recorded the time cost of training CatBoost and LightGBM. The results show that Cat-
Boost can process millions of samples per second on a resource-constrained device (1,249,926.8 samples/s)
and LightGBM can process tens of thousands of samples (203,699.6 samples/s).

4.4 Impact of the Activity Level on Detection (RQ2)
We investigated the impact of crawler activity levels on detection performance. The activity level of

each crawler increased from 0% to 100% systematically, representing the intensity of the crawler’s behavior
of browsing profiles.

For each activity level, we evaluated the detection performance across various machine learning models,
including C4.5, SVM, LightGBM, and CatBoost. LightGBM and CatBoost represent GBDT models; SVM
provides a non-tree, margin-based approach; and C4.5 provides interpretable rules and thresholds as a
benchmark. These four models cover ensembles, kernel methods, and single-tree rules.

The experimental results (see Fig. 5) indicate a clear trend where increasing the crawler activity level
generally improves the detection performance, with the F1-score and AUC reaching their highest values
at higher activity levels. Notably, the detection models perform differently depending on the activity level.
For both BFS and live feeds crawlers, models such as LightGBM and CatBoost tend to outperform others
at moderate to high activity levels, exhibiting significant improvements in both precision and recall as the
activity level escalates.
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(a) (b)

(c) (d)

Figure 5: (a) F1-score on the BFS crawlers across different detection models. (b) AUC on the BFS crawlers across
different detection models. (c) F1-score on the live feeds crawlers across different detection models. (d) AUC on the live
feeds crawlers across different detection models

The experiment’s findings suggest that as the activity level increases, the models become more effective
in identifying crawler behavior, although the challenge of false positives remains as activity levels rise. This
experiment highlights the importance of tuning the detection models for various activity intensities to
optimize both detection accuracy and efficiency. Additionally, when crawlers operate at very low activity
levels, they can obtain little data over any given window, making it difficult to reconstruct meaningful
portions of the network topology. Consequently, even if our framework under-performs in this regime, slow
crawlers cannot accumulate enough observations to obtain large-scale topological information.

4.5 The Effectiveness of Hop Count and Cross-Instance (RQ3)
We hypothesized that incorporating hop count and cross-instance interaction features improves classi-

fication accuracy. To test this hypothesis, we conducted a comparative experiment with CatBoost algorithm
using two configurations: one using conventional features alone, the other augmented with hop count and
cross-instance interaction ratio features.

The results of the experiments are shown in Figs. 6 and 7. In both types of crawlers, adding only hop
count and cross-instance interaction ratio improves detection performance. This is because these two features



Comput Mater Contin. 2026;86(3):10 15

help capture the potential behavioral patterns of legitimate users and crawlers, thus improving the model’s
detection performance. The Fig. 7 shows how the hop count (H) and cross-instance interaction ratio (CI)
affect classification across. For BFS crawlers (top row), the baseline already distinguishes crawlers well with
perfect specificity for legitimate users. Adding either H or CI reduces crawler false negatives to 0.008. The
combination H & CI preserves these gains, indicating both features contribute complementary but partly
overlapping signal for BFS behavior. For live feeds crawlers (bottom row), the baseline is weaker. Adding
H substantially improves detection. Using CI alone is less effective here, reflecting that live feeds crawlers’
cross-instance activity can resemble that of active legitimate users. Crucially, combining H & CI yields the
best performance.

(a) (b)

Figure 6: F1-score and AUC on (a) BFS crawlers and (b) live feeds crawlers across four different scenarios: without
hop count and cross-instance (No H & CI), with hop count only (H), with cross-instance only (CI), and with both hop
count and cross-instance (H & CI)

We analyzed the distribution of hop counts across different user types to evaluate the impact of hop
count on detection performance. Fig. 8a shows significant differences in hop count distributions among
legitimate users, BFS crawlers, and live feeds crawlers. BFS crawlers and live feeds crawlers tend to have
shorter hop counts, while legitimate users exhibit more diverse hop counts with a larger proportion of longer
hops. This indicates that hop count can serve as an effective feature for distinguishing between legitimate
user behavior and crawler activity. Next, we assessed the impact of cross-instance interaction features.
Specifically, we calculated the intra-instance and cross-instance interaction ratios for each user type. The
findings from Fig. 8b show that legitimate users have a significantly higher intra-instance interaction ratio
than live feeds crawlers but slightly lower than BFS crawlers. Moreover, BFS and live feeds crawlers differ
markedly in cross-instance interaction ratios. These discrepancies highlight the potential of cross-instance
interaction features to differentiate user behavior.
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Figure 7: Confusion matrices under four feature settings for two types of crawlers. Top row: BFS crawlers; bottom row:
Live-feed crawlers. From left to right: (a) and (e): baseline without federation-aware features (No H & CI); (b) and (f):
adding Hop count (H) only; (c) and (g): adding cross-instance ratio (CI) only; (d) and (h): adding H & CI together

(a) (b)

Figure 8: (a) Hop count distribution of different user types; (b) Comparison of intra-instance and cross-instance
interactions among different types of users

5 Related Work

5.1 Crawler Detection in Online Web Services
Early studies on crawler detection focused on centralized online web services such as Twitter/X and

Facebook, leveraging traffic pattern analysis [12], social graph [11], and analytical learning techniques [13,14].
These approaches evolved from simple rule-based filters to sophisticated multi-dimensional systems. Our
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crawler detection model based on supervised machine learning belongs to the category of analytical learning,
so we focus on the related work of this approach in the following text.

A variety of machine learning algorithms have been applied to crawler detection, including decision
trees, SVM, Random Forests, and deep learning architectures [13,14,41,42]. Prior studies have leveraged
features such as click sequences, page dwell time, referrer chains, and request intervals to train supervised
classifiers. Stevanovic et al. [13] applied data mining classification algorithms to static web server access logs.
Their work effectively classified user sessions as belonging to web crawlers or human visitors and identified
which of the web crawlers’ sessions exhibit malicious behavior. Wan et al. [14] proposed PathMaker to detect
and constrain persistent distributed crawlers. By adding a marker to each Uniform Resource Locator (URL),
it can trace the page that leads to the access of this URL and the user identity who accesses this URL. Ro
et al. [41] presented a method that can detect distributed crawlers by focusing on the property that web traffic
follows the power distribution. Zhao et al. [42] introduced a federated deep learning crawler detection model
that analyzed access behaviors while preserving privacy.

However, these methods are designed for centralized web services and they do not take into account
the characteristics of online decentralized web services.

5.2 Topological Information Probing in Online Decentralized Web Services
Recent studies about online decentralized web services have focused on various aspects of their

topological information [26,43–45].
Cava et al. [43] examined user roles in Mastodon, focusing on information consumption and boundary

spanning behaviors. It identifies how users interact within their instance and across others, providing a
framework to understand user behavior in a decentralized context. These insights are valuable for topological
information probing, as they help in distinguishing between legitimate user interactions and potential
crawler activities based on behavioral patterns and network boundaries. Failla et al. [44] focused on Bluesky,
a decentralized platform similar to Mastodon, it provides valuable lessons for understanding social inter-
actions and user behavior in decentralized networks. By analyzing user activity and content dissemination
patterns, the paper offers insights into how crawlers could exploit network topology and user interactions.
This work highlights the importance of understanding content propagation and user interconnection
patterns to defend against probing attempts. Zignani et al. [26] investigated how Mastodon’s decentralized
architecture impacts the formation of user neighborhoods and networks. The study found that each instance
within the Mastodon network has a unique social footprint, influencing users’ interactions both within and
across instances. This decentralized structure creates new opportunities for topological information probing,
as understanding these neighborhoods and their connectivity patterns can help attackers identify potential
targets and paths for crawling. Jeong et al. [45] presented the BlueTempNet dataset, a novel dataset capturing
the temporal dynamics of user-driven social interactions on the decentralized social media platform Bluesky.
Their findings provide a foundational understanding of the types of data that crawlers might exploit.

These studies highlight the central role of topological information in understanding the structure and
evolution of decentralized social platforms and provide a foundation for modeling and measurement in
the DOSNs.
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6 Discussion

6.1 Applicability to Different Platforms
In this paper, we conducted a study on defending against topological information probing in DOSNs,

using Mastodon as a case study. The proposed framework is also applicable to other ActivityPub-based
platforms, including PeerTube and Pixelfed.

6.2 Practical Deployment
Our framework can be deployed per instance and runs on the instance’s own server. During the training

phase, we believe federated learning is an ideal path forward, as it aims to enable each instance in the federated
network to independently train its local model and achieve collaborative learning by aggregating the local
models of all instances. During the detection phase, it only uses data locally available to that instance, so it
does not aggregate cross-instance information and does not require centralized coordination.

6.3 Unsupervised Methods for Crawler Detection
Unsupervised anomaly detection methods, such as autoencoders and clustering-based approaches, are

especially effective in scenarios where we do not have explicit features for anomalies, and they can uncover
hidden patterns based on the structure of the data itself. Given that the crawlers in DOSNs have fixed
characteristic patterns currently, they can be identified by supervised learning methods. If crawler behavior
evolves to more sophisticated evasion techniques, unsupervised models might be more suitable for detecting
crawlers, as they can discover hidden patterns based on the data’s inherent structure and capture previously
unseen anomalies.

6.4 Alternate Strategies for Misclassified Users
During the crawler detection process, legitimate users might occasionally be misclassified as crawlers.

To minimize harm and support remediation, we suggest graceful failure and appealability such as a
CAPTCHA or a temporary rate limit. Misclassified users can appeal to the instance administrator. Given
our framework’s high classification accuracy, such cases are rare and only impose a minimal burden on
instance administrators.

7 Conclusion and Future Work
Detecting crawlers is a vital and complex task that is necessary for defending against topological

information of DOSNs. This study highlights that, in contrast to centralized OSNs, DOSNs exhibit unique
characteristics, in which legitimate users typically exhibit preferences for intra-instance or cross-instance
interaction, whereas crawlers exhibit behaviors that significantly differ from those of legitimate users.
Building on this insight, this paper introduces a supervised machine learning-based crawler detection
framework that capitalizes on these behavioral distinctions to detect crawlers, thereby mitigating topological
information probing for online decentralized web services. By incorporating features such as hop count and
cross-instance interaction ratios, the proposed framework effectively differentiates between legitimate users
and crawlers, thereby safeguarding the topological information of DOSNs. Additionally, this study finds that
reducing crawler activity levels can negatively impact the classification performance of the framework. When
crawler activity is reduced to levels resembling those of legitimate users, distinguishing between the two
becomes more challenging. However, low activity levels also limit the crawling speed, so our framework can
still mitigate unnecessary crawler traffic, thus reducing the risk of topology information probing on DOSNs.
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While our framework with federation-aware features achieves strong performance on Mastodon, we
see several promising directions to further enhance effectiveness and generalization. For dataset, we plan to
extend the collection beyond the current two-week window to a multi-month window and multiple DOSNs
(e.g., PeerTube, Pixelfed). For features, beyond the current ones, we will develop richer features, such as the
difference between users’ activity level and their home instances’ average activity level, to further improve
crawler detection. For methods, we will explore an ensemble model that combines deep learning models
such as GNN and GBDT models to fully utilize all features and improve detection accuracy.
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