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ABSTRACT: Foreign body classification on coal conveyor belts is a critical component of intelligent coal mining
systems. Previous approaches have primarily utilized convolutional neural networks (CNNs) to effectively integrate
spatial and semantic information. However, the performance of CNN-based methods remains limited in classification
accuracy, primarily due to insufficient exploration of local image characteristics. Unlike CNNs, Vision Transformer
(ViT) captures discriminative features by modeling relationships between local image patches. However, such methods
typically require a large number of training samples to perform effectively. In the context of foreign body classification
on coal conveyor belts, the limited availability of training samples hinders the full exploitation of Vision Transformer’s
(ViT) capabilities. To address this issue, we propose an efficient approach, termed Key Part-level Attention Vision
Transformer (KPA-ViT), which incorporates key local information into the transformer architecture to enrich the
training information. It comprises three main components: a key-point detection module, a key local mining module,
and an attention module. To extract key local regions, a key-point detection strategy is first employed to identify the
positions of key points. Subsequently, the key local mining module extracts the relevant local features based on these
detected points. Finally, an attention module composed of self-attention and cross-attention blocks is introduced to
integrate global and key part-level information, thereby enhancing the model’s ability to learn discriminative features.
Compared to recent transformer-based frameworks—such as ViT, Swin-Transformer, and EfficientViT—the proposed
KPA-ViT achieves performance improvements of 9.3%, 6.6%, and 2.8%, respectively, on the CUMT-BelT dataset,
demonstrating its effectiveness.

KEYWORDS: Foreign body classification; global and part-level key information; coal conveyor belt; vision transformer
(ViT); self and cross attention

1 Introduction

Foreign body classification on coal conveyor belts is essential for the timely detection of foreign objects
that may cause damage during high-speed operation. For instance, large gangue or anchor rods can scratch
or tear the belt, while accumulated coal may lead to blockages at discharge points. It is therefore critical
to accurately identify and categorize foreign bodies—such as oversized rocks and bolts—on the conveyor
belt to enable early warnings and prevent potential hazards, thereby enhancing the safety of coal mining
operations [1]. Nevertheless, the challenging roadway conditions, including poor illumination and complex
background textures, often compromise classification accuracy. Traditional methods [2-4] are prone to
misclassification, as they may incorrectly focus on irrelevant background features or struggle with low-light
conditions [5].
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Owing to the feature invariance and adaptable receptive fields of convolutional neural networks (CNNs),
CNN-based frameworks have been widely adopted for foreign object classification tasks in this con-
text [1,6,7]. For instance, reference [6] employed the VGGI6 architecture [8] combined with transfer learning
to develop a foreign body recognition model. Reference [7] enhanced the classic LeNet-5 network [9] to bet-
ter accommodate the specific requirements of foreign object image identification. Meanwhile, reference [1]
leveraged the translation invariance of convolution operations to integrate low-level spatial information into
high-level semantic features via a residual network structure. Nevertheless, due to the insufficient modeling
of correlations between local image patches, CNN-based approaches often constrain the expressive capacity
of spatial information within features, leading to noticeable performance bottlenecks [10].

Inspired by the Non-Local method [11], preserving valid local information within key regions can
significantly enhance the model’s perceptual capabilities. Dosovitskiy et al. [12] introduced the Vision Trans-
former (ViT) framework, which learns correlations among pixels within patches to extract discriminative
image features. However, ViT-based approaches such as [12,13] require large volumes of accurately labeled
training images to learn effective representations; otherwise, they are prone to overfitting, limiting the
model’s generalizability and practicality in dynamic, complex real-world scenarios [10]. In the context of
foreign body classification, the scarcity of extensive annotated data hinders ViT’s ability to achieve strong
discriminative performance. Thus, it is essential to extract meaningful training signals from the available
dataset to facilitate and stabilize the learning process.

In the patch extraction process of ViT-based methods, a significant amount of irrelevant background
information is often incorporated into the token vectors, which impedes the model’s ability to quickly
perceive semantically relevant features in the training images, as illustrated in Fig. 1a. To address this issue, an
effective strategy involves detecting keypoints in each image using a dedicated keypoint detection algorithm
and expanding these points into local patches within their surrounding regions. Compared to uniformly
divided patches, these keypoint-centered patches contain richer and more discriminative information, as
demonstrated in Fig. 1b.
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Figure 1: The training samples and their corresponding patches are segmented using (a) a conventional patch
partitioning strategy and (b) a key-point-guided patch partitioning strategy

To fully leverage the semantic information within these patches, we employ self-attention and
cross-attention modules to integrate key local features into the image representation for foreign object
classification. The effectiveness of this key information is validated on the coal conveyor belt dataset CUMT-
BelT [1]. Furthermore, to assess the generalization capability of our approach, we conduct additional
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evaluations on common classification benchmarks, namely the CIFAR-10 and CIFAR-100 datasets [14].
Experimental results demonstrate that our method achieves competitive performance compared to other
state-of-the-art methods.

The contributions of our paper are summarized as follows:

o This paper proposes a novel Key Part-level Attention Vision Transformer (KPA-ViT) framework for
foreign body classification on coal conveyor belts, aiming to mitigate overfitting caused by insufficient
effective training information.

« This paper proposes a key local mining strategy that detects discriminative key points based on image
appearance characteristics and extracts informative local regions to facilitate model training.

o This paper introduces a novel attention module designed to effectively integrate the extracted key
local features with global features, thereby enabling more comprehensive utilization of both local and
global information.

The remainder of this paper is structured as follows: Section 2 offers a concise summary of pertinent
research. Section 3 introduces the proposed transformer framework, which leverages global and local key
information for foreign object classification on coal conveyor belts. Section 4 presents experimental results
and discussions aimed at validating the proposed method’s efficacy. Lastly, Section 5 presents the conclusion.

2 Related Work

The section briefly reviews related work on foreign body classification methods, as well as the feature
extraction frameworks.

2.1 Foreign Body Classification

The objective of foreign body classification is to quickly identify images containing foreign bodies
in industrial processes, which is an important part of industrial warning. The traditional methods use
image prior-knowledge feature fusion and general classification decision technology to achieve this task.
Wang et al. [2] use the inter-frame difference method, threshold classification, and select-shape operators
to identify large foreign bodies in belt conveyors. He et al. [3] use support vector machine technology to
classify foreign bodies in combination with their texture and gray features. Reference [4] combines the K-
nearest neighbor algorithm, support vector machine, and multi-feature fusion technology for foreign body
recognition. However, since the prior knowledge is greatly dependent on the clear appearance of the image,
these methods as a whole have problems such as poor robustness and susceptibility to illumination.

Relying on the development of deep learning technology, the deep learning framework is used to
adapt to the classification of foreign bodies in different scenarios through continuous iterative calculation.
The method based on a deep convolutional network extracts class-specific features through a large-scale
parameter network and then determines whether the image contains foreign objects through the decision
level [6]. Whata et al. [15] insert the uncertainty quantification techniques into the Bayesian Neural Networks
and the Deep Neural Network to solve the multi-class classification of chest X-ray images. Amaya et al. [16]
propose an iterative training process that aims to identify a representative data subset and a novel distance-
based kernel based on a similarity matrix, leading to improved inferences about the population to solve
both binary and multi-class classification problems. These CNN-based methods are easy to optimize and
can achieve reliable classification results. However, these methods have insufficient perception of the local
characteristics of the targets in each sample. They are easy to be misled by complex background information
in images, thus limiting the classification performance.
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2.2 Feature Extraction Framework

The feature extraction framework plays an important role in computer vision tasks. Most previous
methods typically extract global feature representation or object-specific voxel information per image for
image classification [17,18]. When the background is cluttered or the pedestrian is occluded, part-level
features can improve the performance. Non-local neural network [11] utilizes the relationships between
pixel-aware features to explore the effective object information, thus further enhancing the instance-level
discriminative capability of extracted features per image.

Inspired by local information interaction [I1], ViT [12] directly encodes local patches in an image,
and the information between these encodings is interacted with by a self-attention mechanism. Based on
this, DETR [19] and BEVFormer [20] introduced the cross-attention mechanism [21] to learn the target
feature in each query by grouping the local feature information from the image database into a set of
questions and mapping the matching target. Serikbay et al. [22] successfully apply deep convolutional neural
networks (CNNG) to classify high-voltage insulator surface conditions. H-QNN [23] combines quantum and
classical neural networks, which use a two-qubit quantum circuit with a classical convolutional architecture
to enhance classification accuracy and address the overfitting for small datasets. PBNet [24] combines a CNN
and a Transformer complementary network to address the issues of weakly textured images. DCD-GCN [25]
proposes a dual-channel deep graph convolutional neural network, which applies residual connections
to dual-channel graph convolutional neural networks, and increases the depth of dual-channel graph
convolutional neural networks.

3 Methods

Given a labeled dataset X' = {(x;, y;) }¥,, x; € R¥*P*W is the i-th training image and N is the number
of training images, H and W denote the height and width of each training image x;; y; is the class label of
x;. The goal of foreign body classification on coal conveyor belts is to train a model based on A" that can
accurately classify the types of foreign bodies in each input image. The KPA-ViT framework is presented for
the task in Fig. 2. The framework consists of three components: a key local mining method is to search the
part-level patch by the detected key points of each x;; an attention module uses self-attention and cross-
attention modules to integrate and enhance global and part-level features, and predicts the final classification
results through a decision module.
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Figure 2: Overview of our framework. For a query image, we first utilize a key-point detector to generate the key-
point positions. Then, the framework is to mine key locals and filter redundant locals. Finally, these mine key locals are
introduced into the proposed attention module to calculate the classification results by self-attention and cross-attention
blocks
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3.1 Key Local Mining

For each input image x;, the key point detection method is to calculate the location of its key points
using the appearance characteristics of x;. For convenience, we adopt the traditional ORB (Oriented Fast
and Rotated Brief) key point detection method [26], which first uses the FAST (Features from Accelerated
Segment Test) method [14] to quickly detect corner points, and then uses the Harris corner measurement [27]
to screen N points with the largest Harris response value from the extracted FAST corner points as the key
points of x;. These key points of x; are denoted as P; = {py } +_,» where py denotes the k-th key point of x;.

After obtaining the key points P;, the key local mining strategy can mine the key part-level patches
for the attention module. However, some key points come together. Therefore, we should filter the key
region corresponding to each key point to reduce the key local redundancy. The key locals’ filter process is
formulated as:

Ly = {L(p))TOU(L(p;), L(px)) < u}iy

o= (L) W

where, L(p;) represents a N’ x N' image neighborhood with p; as the center point. IOU(a,b) = (an
b)/(a U b) means the IOU (intersection-over-union) ratio of set a and b. y is an IOU hyper-parameter, which
is used to select the keylocals. £ represents the key locals based on the k-th key point, and £ denotes the key
locals of x;. The key local generation procedure is presented in Algorithm 1. In this way, the patches based
on the mining of key textures in the image contain more category-relevant appearance/texture information
compared to the original patches without background filtering.

Algorithm 1: Key local generation procedure

Require: Training image x;, IOU threshold y, Patch size N”.
Ensure: Generated key locals £; = {},
1: Init.: Key points P; = {}, Key locals £; = { };
2: Obtaining Key points P; of x; by FAST method, i.e., P; < FAST(x;);
3: for p; in P; do
4:  Cropping patches by p; and N, i.e., L(p;) = xi[pj - (NT/, X)ipj+ (NTI, NTI)],
5: end for
6: for p; in P; do
7. for py (k # j) in P; do

8: I0U; « IOU(L(pj),L(pk))

9: end for

10 L; < L(p;) IFIOU(L(p;), L(pk)) < p
11: end for

12: return Generated key locals £;

3.2 Attention Module

After key local mining, we introduce these key local £ with rich key local information of x; into the
attention module, thus expanding the training information in the samples to avoid overfitting in training
and further boosting the discriminative information in the features. The attention module consists of four
components, namely the embedding block, self-attention block, cross-attention block, and decision block.
We will cover the technical details of each component in detail below.
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Embedding block. The embedding block is to generate the global and part-level patch embedding of
each x;. We use convolutional neural networks to encode these global and local patches to retain the global
and key local texture cues of x;, rather than MLP (Multilayer Perceptron) layers in the ViT framework [12].
First, the embedding block uses the convolution layer of 1 x 1 x C to increase the number of channels in the
image, and uses a convolution of N’ x N’ x C to generate a patch embedding for each patch. The process is
formulated as:

E:[eo,el,...,em], (2)

where e, € R€ is a global patch embedding, which first resizes x; as N’ x N’ by a convolutional layer and is
generated by an embedding block. e; € R© denotes the key part-level embedding of each L(p;) in L.

Self-attention block. The self-attention module encodes each patch embedding in E, which is used to
capture the long-term dependency relationships between the global and part-level embedding tokens in E.
First, we assign an initial learnable position embedding for each patch embedding in E, which is denoted
asE' = [eg,e],..., e" L\]' Then, we introduce the position embedding E’ in each embedding in E by adding
operation, i.e., E+ E' = [eo +ej, e, +ej,..., e + e|lﬁ|]‘ Following ViT [12], we insert each e; + €/ in E into
g, kandv,ie,q=k=v <« e; +e}, where g, k, v are the query, key and value vectors, respectively. And then,
q, k, v are fed into the multi-head attention to encode each part local L(p;) in £, as:

MultiHead(q, k, v) = Concat(hy, ..., h,) - W°,
(- W] - (k-wh)" 3)

NN 1-(v-wy),

where MultiHead() denotes the multi-head attention operation, Concat() denotes the vector concatenating
attention operation. h; is the output vector extracted by the i-th attention head. WY, WX and W denote
three non-shared learnable weights. Softmax is an activation function, which is used to normalize the feature
distribution. dy = C/n denotes the dimension of the output vector by the i-th attention head. W? is used to

integrate the vector h; output by each attention head.

h; = Softmax|

Finally, in order not to reduce the feature information in each patch, we employ the residual strategy to
mix each e; + ¢} and MultiHead(q, k, v), which is formulated as:

e; = MLP(L,Norm(e; + e, + MultiHead(q, k,v))), (4)
where e} € R€ is the encoded embedding by the self-attention module. L,Norm() means a L, normalization

operation, MLP() is Multi-layer Perceptron (MLP).

Cross-attention block. To fully aggregate the global and key part-level information, inspired by
DETR [19], we design a simple yet effective cross-attention block to decode each e;. Thus, the multi-head
attention of cross-attention is formulated as:

MultiHead (e, k,v) = Concat(hy, ..., hy) -W4e,
« wwd
CRDE (k'wfk)T
Vi

where W?q, W9 and W% denote the learnable parameters of e}, k and v in the cross-attention block. e*

©)

h; = Softmax| ]-(v- W?V),

includes the more aggregation cues of global and key part-level. By the cross-attention block, the information
of e} can be introduced in the generated decoded embedding e?, as:

e = MLP(L,Norm(e; + €, + MultiHead(e}, k,v))). (6)
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As a result, the cross-attention block is to fuse the self-attention and original embedding information,
and through attention weights to achieve selective transmission of information, it is used to generate better
image descriptors.

Decision block. The goal of the decision block is a classifier to predict the category of each x;. To better
understand the key information in e?, as shown in Fig. 2, the self-attention blocks are exploited. And then,

an MLP is used to predict the category y; of each x;. The decision block is formulated as:
z; = MLP(L,Norm(e? + MultiHead(e?, e, e?))). 7)

Finally, the category probability distribution is generated by z; = MLP(z; ), where z; € RI®%l, |class| is
the category number. y; = argmax z; is the predicted category of x;. The attention procedure is shown in
Algorithm 2.

Algorithm 2: Attention procedure

Require: Training image x;, Key locals £;, The number of Self-Attention blocks N, The number of
Cross-Attention blocks M, The number of Decision blocks N.
Ensure: Category probability distribution z;
1: Init.: Position embedding P;
2: Obtaining e, of x; and {e ]}Iﬁll in £; by Embedding block;
3:fort=1,t < N, t++ do # Self-attention block
4:  Obtaining the encoded embedding e; by Eq. (4);
5: end for
6:fort=1,t < M,t+ +do # Cross-attention block
7: Generating the encoded embedding e‘i’l with e; and e} by Eq. (6);
8: end for
9:fort=1,t<N,t+ +do # Decision block
10:  Generating the decision embedding z; by Eq. (7);
11: end for
12: Obtaining the category probability distribution z; € RI®*l by z; = MLP(z;);
13: return z;

3.3 Loss Function

We optimize the foreign body classification framework by maximizing z;[ y;]. We exploit the cross-
entropy loss function as:

! exp(zily:])
Loss = —— 3 log—— 2 rtLVil) 8
055 = 5] & S exp(ail]) ®)

where B is a mini-batch samples and |B| is the mini-batch size. The overall optimization procedure is
presented in Algorithm 3.

Algorithm 3: Optimization procedure

Require Training dataset X = {(x;, y;)} ¥, initialized transformer-based framework Q, training epoch T.
Ensure Optimized Q,

L: Init.: Detection key points P;

2:fort=1,t<T,t++do

(Continued)
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Algorithm 3 (continued)

3: for each x; in X do

4 Generation L for x; by P;;

5: # Patch embedding encoding

6: Generation patch embedding E by Eq. (4);

7 Encoding each patch embedding in E by self-attention block;

8 # Patch embedding decoding

9: Decoding each patch embedding by a cross-attention block with the encoded patch embedding;
10: # Category decision

11: Calculating the discriminative features of each e/ by a self-attention;
12: Prediction of the category by an MLP;

13: # Discriminative feature learning

14: Optimize Q by minimizing the loss function Eq. (8);

15  end for

16: end for

17: return Optimized Q

4 Experiments and Discussions
4.1 Datasets and Protocol

Datasets. We evaluate our method on a foreign body classification on the coal conveyor dataset, i.e.,
CUMT-BelT [1]. Moreover, to verify the effectiveness of our proposed method on the public classification
task, we also evaluate the method on cifar-10 [14] and cifar-100 [14] datasets.

o CUMT-BelT dataset [1] collects from the underground belt transport environment, a total of 6000
images, divided into three categories, namely block, bolt, and normal pictures. Each category has 2000
images, including 1600 training images and 400 test images.

« Cifar-10 dataset [14] consists of 60,000 color images in 10 categories, 6000 images in each category, 5000
images in the training dataset, and the rest in the test.

» Cifar-100 dataset [14] consists of 60,000 color images containing 100 categories, 600 images per class,
500 images in the training dataset, and 100 images in the test dataset.

Protocol. Following the common experimental setting in [1,14], we employ the classification accuracy to
evaluate the performance of the methods. The classification accuracy is the proportion of samples correctly
predicted by the category to all samples, i.e., acc. = 3., .y I(y] == yi)/|Xiest|- I(a) is a logical function,
I(a) =1only a is True. Xieq is the testing dataset, and | Xest

means the cardinality of Xjes.

4.2 Implementation Details

Our method is implemented in PyTorch [28] with two NVIDIA GeForce RTX 4090 Ti. We process the
training images with a random crop and a random flip. During optimization, our framework is optimized
by the SGD [29] method with a learning rate of 0.001 and the mini-batch size |B| =8 following the
ViT fine-tuning process. We train the method with 100 epochs in total and adopt a cosine learning rate
scheduler strategy following ViT [12]. About the key local mining, to balance the redundancy and richness
of the training information, we limit the 4 € {0.1,0.2,...,0.9} and select the y corresponding to the best
classification accuracy, which is discussed in Section 4.3 “IOU threshold y”, and we set the IOU threshold y
as 0.7. The key local size N is setting as 16 to generate 16 x 16 patches for our KPA-ViT framework, and we
also discuss N’ in Section 4.3 “Key local N”. To avoid the time-consuming grid search process, we set M = N.
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According to the number of attention heads in ViT-base being 12, the total number of attention heads in the
self-attention and cross-attention blocks is set as N + M + N = 12. Therefore, we set M = N = 4. Following
VIT [12], the number position embedding is set as 196, and we randomly select 196 key locals in L.

4.3 Ablation Study

To evaluate the effectiveness of each component in our proposed method, experiments are conducted
as follows.

“Base” denotes only self-attention blocks for the classification task;

“Base+random” denotes the “Base” with randomly selection locals;

“Base+key” denotes introducing the key locals into “Base”;

“Base+key+cross” is inserting the cross-attention blocks into “Base+key”;
“Base+key+cross+decision” incorporates the decision blocks into “Base+key+cross”;
“Base+cross+decision” removes the key locals from “Base+key+cross+decision”

A e

To align the experimental settings, the attention head numbers of each component are the same, i.e.,
12. Table 1 shows the experimental results.

Table 1: Ablation study about the effectiveness of the key local mining, the cross-attention, and decision blocks in our
method on CUMT-BelT, Cifar-10, and Cifar-100. The best is in bold

Class Acc. (%)

Components
CUMT-BelT Cifar-10 Cifar-100 Mean

Base 82.0 90.9 66.5 79.8
Base+random 81.9 90.2 67.1 79.7
Base+key 84.2 91.6 69.4 81.7
Base+key+cross 91.1 94.5 76.5 87.4
Base+key+cross+decision 91.8 95.3 76.7 87.9
Base+cross+decision 88.1 92.4 70.3 83.6

The effectiveness of key local mining. As shown in Table 1 “Base+random” has similar performances
as “Base” on CUMT-BelT, Cifar-10, and Cifar-100. The results indicate that the randomly selected locals do
not have effective training information. After incorporating the mined key locals, the results are presented
in Table 1 “Base+key”. We can observe that the classification accuracy of the “Base+key” is improved by
2.2%, 0.7%, and 2.9% over the “Base” on CUMT-BelT, Cifar-10, and Cifar-100, respectively. Also, the mean
classification accuracy on the three datasets of “Base+key” is improved by 1.9% and 2.0% than “Base” and
“Base+random” This is because the mined key locals can provide more effective information than the
uniform and random selection patches, which can increase the distinctiveness of the features to boost the
classification results.

The effectiveness of cross-attention blocks. Table | demonstrates that the classification results of
“Base+key+cross” are improved by 6.9%, 2.9%, and 7.1% over “Base+key” on CUMT-BelT, Cifar-10, and
Cifar-100, which determines the effectiveness of the cross-attention blocks. After incorporating the cross-
attention blocks, the mean performance is improved by 5.7% and 7.6% over “Base+key” and “Base”. The
reason is that the cross-attention blocks can fully aggregate the key part-level information into the patch
embedding to help the model distinguish the differences of categories better.
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The impact of decision blocks. The experimental results of the decision blocks are presented in Table 1
“Base+key+cross+decision”. Compared to the component “Base+key+cross’, the classification results are
higher at 0.7%, 0.8%, and 0.2%, which indicate the effectiveness of decision blocks after the cross-attention
block. Introducing the decision blocks can improve the mean classification accuracy 0.5% on the three
datasets than “Base+key+cross”. Moreover, we also evaluate the component “Base+cross+decision” which
removes the key local from the overall framework. We can observe that the performances have both

significantly dropped. The results present that the key part-level information plays an important role in
foreign body classification tasks.

4.4 Parameter Analysis

We explore the impacts of the IOU threshold p, the key local size N’, and the number of attention heads
N in self-attention blocks and M in cross-attention blocks on the CUMT-BelT.

IOU threshold u. According to the description of Eq. (1), y is used to filter out the locals with a high
repetition rate to avoid redundant information, thus ensuring the diversity of information in samples. Fig. 3a
reports the classification accuracy by varying y from 0.1 to 0.9 every 0.2. It can be seen that the performance
is best at 4 = 0.7. A low y creates redundant key locals, which dilute the diversity of key local information;
while a higher y reduces the number of key locals, thus affecting the effective training information in samples.
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Figure 3: Experiments on the impact of (a) the IOU threshold g, (b) the key local size N’, and (c) the attention head
number (M, N) on the CUMT-BelT dataset

Key local size N'. In the key local mining, the hyper-parameter N’ affects the part-level information of
each patch. The results are presented in Fig. 3b. It demonstrates that both classification accuracies increase
significantly over the N’ = 16 and then slightly decrease. A smaller N” will make the information in each patch
not enough, while a larger N’ will make the information in each patch hard to learn. Therefore, choosing a
suitable N’ is important for the overall performance, and we set N” = 16.

Attention head number M and N. M and N are the number of attention heads in the cross-attention
blocks and the self-attention blocks, respectively. Since M and N are both used in the attention module to
enhance the perceptibility of our method in the training and inference process, we set M = N to reduce
the parameter search difficulty. Thus, we can denote M and N as (M, N) for simplicity. We draw the
classification accuracy curves by varying (M, N) in {1,2, 4, 6, 8},as given in Fig. 3c. The curves show that our
method works well under different weights, which demonstrates the flexibility of our method. Specifically,
when (M, N) € {1,2,4}, the classification accuracy is increased on the CUMT-BelT dataset; when (M, N) €
{4, 6,8}, both classification accuracy has a slight degradation in general. We speculate that smaller (M, N)
will make the model too simple, thus the discriminative information in the samples is not perceived well,
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while larger (M, N') will make of model contain more parameters, which are hard to optimize. Thus, we
empirically choose M = N = 4 for our method.

4.5 Comparison Results

We proceed to compare our proposed method with the previous foreign body classification methods
on coal conveyor belts, i.e., CUMT-BelT. Moreover, to verify the generalization of our method, we evaluate
our method on two public classification benchmarks, i.e., Cifar-10 and Cifar-100. Table 2 presents the
experimental results on CUMT-BelT [1], Cifar-10 [14], and Cifar-100 [14].

Table 2: Performance comparison with state-of-the-art foreign body classification methods on CUMT-BelT, Cifar-10
and Cifar-100 datasets, and the parameters and FLOPs (Floating Point Operations) on CUMT-BelT

Methods Class Acc. (%) Parameters FLOPs
CUMT-BelT Cifar-10 Cifar-100
Shufflenet [30] 80.1 88.4 68.3 240 M 014G
MobileNetV2 [31] 80.9 89.1 69.1 230 M 201G
LeNet-5_Su [7] 77.7 84.9 66.3 6.30 M 344G
GoogleNet [32] 81.3 88.2 69.7 6.80 M 1.80 G
CNN-based VGGI6 [8] 80.4 88.9 69.1 134.36 M 1548 G
ResNet34 [33] 82.9 92.1 71.1 2230 M 378G
ResNet50 [33] 84.4 93.5 73.4 2720 M 412G
ResNeXt50 (32*4d) [33] 84.6 94.0 73.8 26.8 M 4.04 G
W_ResNet50 [2] 84.8 93.9 73.6 267 M 439G
ResNet110 [33] 84.3 94.1 73.8 53.80 M 8.20G
Cheng et al. [1] 85.1 94.1 73.9 16.70 M 298 G
ViT [12] 82.0 90.9 66.5 85.65 M 13.49 G
Swin-Transformer [13] 86.8 94.3 76.1 88.01 M 531G
Transformer-based EfficientViT [34] 91.3 96.7 78.5 12.43 M 921G
KPA-ViT 91.8 95.3 76.7 85.65 M 13.50 G
KPA-ViT(S) 93.4 95.7 77.6 88.01 M 5312 G
KPA-ViT(E) 94.1 96.7 78.8 12.43 M 921G

Note: The best is in bold.

On CUMT-BelT. The CUMT-BelT dataset is collected from real coal mine scenarios. Thus, our
method mainly focuses on the benchmark. We first compare our method to the state-of-the-art foreign
body classification methods. The results of our method on CUMT-BelT are presented in Table 2 “CNN-
based”, denoted as “CUMT-BelT”. Compared to the CNN-based foreign body classification methods, the
performance of our KPA-ViT surpasses that of these methods on the CUMT-BelT dataset [1]. The results
determine that the effectiveness of our KPA-ViT is owing to the prior extraction of local texture information
and the focus on semantic information in key regions compared with the CNN-based methods.

About the transformer-based framework that performs well on computer vision tasks, our method is
more suitable for the foreign body classification task on the coal conveyor belt, with a result of is higher
by 9.8% than the ViT framework. Moreover, compared to the recent transformer-based frameworks, such
as Swin-transformer [13] and EfficientViT [34], our KPA-ViT method also achieves better results on the
foreign body classification on coal conveyor belt, i.e., CUMT-BelT. To explore the effectiveness of the key-
local information in the classification task, we also introduce this information into the swin-transformer and
efficientViT frameworks, termed as KPA-ViT(S) and KPA-ViT(E). To suit the methods, we first reconstruct
the token embedding in the KPA-ViT according to the location of each keypoint. And then, the multi-
head attention blocks in self-attention and cross-attention modules are replaced as the attention blocks
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in the Swin-transformer [13] and EfficientViT [34].The results are shown in Table 2 “Transformer-based”.
Due to the limitation of training data, these transformer-based foreign body classification methods cannot
effectively address the interference of complex background information, which affects the foreign body
classification results. However, our KPA-ViT method can quickly capture effective regions and ignore the
impact of background information on features, thereby reducing the dependence on large-scale training data.

4.6 More Discussions

With deformable attention. Without losing generality, we explore our method with different attention
heads to extract features for foreign body classification. We replace each attention head in the attention
module with a deformation attention head in our method, which is called “Ours (Defor.)”, and then
evaluate it on CUMT-BelT, Cifar-10, and Cifar-100. The results are presented in Table 3. We can observe that
the performances are slightly improved after incorporating the deformable attention module. The results
determine that deformable attention is more suitable for foreign body classification. However, due to the
more FLOPs (floating point operations) of deformation attention, i.e., 15.8 G, we do not adopt deformable
attention, and it will be our further work.

Table 3: Performances of our method with deformable attention on CUMT-BelT, Cifar-10, and Cifar-100

Class Acc. (%)

Components
CUMT-BelT Cifar-10 Cifar-100
ViT 82.0 90.9 66.5
Ours 91.8 95.3 76.7
Ours (Defor) 92.6 95.3 77.1
Ours (CNN+Trans) 93.4 94.9 76.9

Note: The best is in bold.

With CNN+Transformer. The CNN-transformer framework has achieved excellent performance in the
object detection task, which generates a descriptor for each receptive field through the CNN framework, and
then generates the corresponding image descriptor through the attention mechanism in the transformer. In
order to combine the proposed method with the CNN-transformer framework, we retain the center points
corresponding to the key regions. By sending the image into the CNN to generate the corresponding feature
map, and then searching for the corresponding embedding tokens based on the center point coordinates. The
corresponding category distribution is generated by the proposed attention module. The results are shown
in Table 3 “CNN+Trans” We can observe that the performances of our method with CNN+Transformer, i.e.,
Ours (CNN+Trans), are slightly improved by 1.6% than “Ours” on the CUMT-BelT dataset. The CNN can
provide more spatial context information for the embedding tokens, while the key region mining module
can offer richer category-related clues for the image descriptors.

Training/inference speed analysis. We also evaluate the training and testing speed of our method on
the CUMT-BelT dataset with two NVIDIA GeForce RTX 4090Ti. For our method, the training speed is
45.8 FPS and the testing speed is 120.4 FPS. In practical applications, the focus is on test speed. Therefore,
our method is suitable for real-time foreign body classification tasks on coal conveyor belts.

Visualization results. To intuitively evaluate the effectiveness of our method, we visualize the features
of the samples on the testing sets of CUMT-BelT learned by ViT, as in Fig. 4a, and our method, as in Fig. 4b.
The points of the same color indicate that these samples are of the same class. The visualization results also
indicate that our method can more accurately bring the training samples with the same class together than
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the ViT framework, which shows the discriminative capability of the features helped by our method, thus
validating the effectiveness of our key part-level information and the cross-attention module.

o2e® label label
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(b) KPA-VIT

Figure 4: The t-SNE (t-Distributed Stochastic Neighbor Embedding) visualization of the features of the testing samples
on CUMT-BelT, which are extracted by (a) ViT and (b) KPA-ViT frameworks

5 Conclusion

In this paper, we propose a method for foreign body classification on a coal conveyor belt. Unlike
most previous methods that mainly focus on global information and ignore key part-level information, the
proposed method uses key local features with abundant appearance cues to boost the classification results.
Specifically, the method first uses key-point detection to detect key points in images and then extracts the
key part-level information by the key local mining strategy. Then, by introducing the attention module with
cross-attention blocks to fully use the key part-level information for aggregating the features for foreign body
classification. Extensive experimental results demonstrate that the proposed method is more suitable for the
foreign classification on the coal conveyor belt, i.e., CUMT-BelT. Moreover, the method also has good results
in the classification task, i.e., Cifar-10, and Cifar-100 datasets.

Limitations and Future Work. To fully explore the performance of our KPA-ViT, we present some
incorrect and correct classification results with the keypoints, in Fig. 5. These visualization results determine
that the keypoint detection may provide the erroneous keypoint locations caused by the lack of lighting
conditions and complex background, etc. As a result, the local features corresponding to these erroneous
keypoints always contain the key information of non-target objects (i.e., background), misleading the
Attention Module to provide the incorrect classification results.

To sum up, a robust keypoint detection method can provide accurate keypoint locations in the absence
of lighting and complex underground scenes, thus providing reliable key-local information for the Attention
Module to boost the classification results.
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Normal Anchor bolt Gangue

Correct
classification

Incorrect
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Figure 5: Some visualization results of the correct (upper) and incorrect (under) classification. From left to right, each
column represents the image is normal (class:0), with an anchor bolt (class:1), and with Gangue (class:2)
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