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ABSTRACT: Modern industrial environments require uninterrupted machinery operation to maintain productivity
standards while ensuring safety and minimizing costs. Conventional maintenance methods, such as reactive main-
tenance (i.e., run to failure) or time-based preventive maintenance (i.e., scheduled servicing), prove ineffective for
complex systems with many Internet of Things (IoT) devices and sensors because they fall short in detecting faults
at early stages when it is most crucial. This paper presents a predictive maintenance framework based on a hybrid
deep learning model that integrates the capabilities of Long Short-Term Memory (LSTM) Networks and Convolutional
Neural Networks (CNNs). The framework integrates spatial feature extraction and temporal sequence modeling
to accurately classify the health state of industrial equipment into three categories, including Normal, Require
Maintenance, andFailed. The framework uses a modular pipeline that includes IoT-enabled data collection along
with secure transmission methods to manage cloud storage and provide real-time fault classification. The FD004 subset
of the NASA C-MAPSS dataset, containing multivariate sensor readings from aircraft engines, serves as the training
and evaluation data for the model. Experimental results show that the LSTM-CNN model outperforms baseline models
such as LSTM-SVM and LSTM-RNN, achieving an overall average accuracy of 86.66%, precision of 86.00%, recall of
86.33%, and F1-score of 86.33%. Contrary to the previous LSTM-CNN–based predictive maintenance models that either
provide a binary classification or rely on synthetically balanced data, our paper provides a three-class maintenance
state (i.e., Normal, Require Maintenance, and Failed) along with threshold-based labeling that retains the
true nature of the degradation. In addition, our work also provides an IoT-to-cloud-based modular architecture for
deployment. It offers Computerized Maintenance Management System (CMMS) integration, making our proposed
solution not only technically sound but also practical and innovative. The solution achieves real-world industrial
deployment readiness through its reliable performance alongside its scalable system design.

KEYWORDS: Predictive maintenance; Internet of Things (IoT); smart industrial systems; LSTM-CNN hybrid model;
deep learning; remaining useful life (RUL); industrial fault diagnosis

1 Introduction
In modern industrial environments, ensuring the continuous operation of critical equipment is essential

to maintaining productivity, reducing downtime, and minimizing financial loss. Traditional maintenance
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strategies such as reactive repair and time-based preventive actions are no longer sufficient in complex data-
driven systems [1,2]. As machinery becomes increasingly embedded with IoT sensors and connected to
intelligent monitoring systems, the need for predictive maintenance (i.e., capable of identifying faults before
they escalate) has become more pressing than ever [3–5]. However, designing accurate and generalized mod-
els for such systems remains a significant challenge due to the noisy, high-dimensional, and time-dependent
nature of industrial sensor data [6–8].

With the growing emphasis on the concept of the Internet of Things (IoT), modern industrial systems
are moving towards real-time monitoring of assets in an on-site environment with the help of a distributed,
often dense network of embedded sensors [9–12]. These sensors capture multivariate time series data on
operational variables (e.g., temperature, pressure, vibration, etc.), which is then used for equipment fault
diagnosis. In most industrial applications, however, sensor data often contains missing values, noise, and
inconsistencies caused by harsh production conditions, making it challenging for classical analytical tools to
provide robust and valuable insights from the data [3,13].

In the context of predictive maintenance, recent research has also been motivated by the critical
need for prediction models to reliably forecast future equipment failure, in order to prevent unexpected
downtime [14]. While many conventional techniques exist that help model the data in question to some
extent, their practical utility has been shown to be limited by the inability to model real-world spatio-
temporal properties present in industrial data. As such, many recent attempts have been made to apply Deep
Learning (DL) techniques in order to help automatically extract non-linear representations from such noisy,
high-dimensional sensor data in an unsupervised manner, without requiring feature engineering [3,15].

Recent research in the field has also shown that hybrid approaches that take into account both the spatial
and temporal aspects of the data help to provide a more robust solution to fault diagnosis in industrial sensor
data [16,17]. Motivated by this, we propose a hybrid LSTM-CNN model in this work, designed to address
industrial predictive maintenance tasks by capturing both local and sequential features of the input data for
more reliable predictions. Compared to existing LSTM-CNN predictive maintenance architectures which
are commonly restricted to binary classification or have been trained on synthetically balanced datasets,
we propose: (i) a three-class predictive maintenance structure (i.e., Normal, Require Maintenance,
and Failed) which captures more nuanced and realistic stages for maintenance decision-making; (ii) a
threshold-based scheme for three-class labeling that can naturally reflect degradation sequences without
synthetically oversampling; and (iii) a modular and deployment-oriented pipeline which can be easily
packaged into a Computerized Maintenance Management System (CMMS). These key contributions reflect
our emphasis on interpretability and real-world applicability. In a nutshell, the silent features of our work are
as follows:

• We present the design of a modular and scalable predictive maintenance framework for predicting
equipment failures before they cause unplanned downtime. The framework integrates spatial feature
extraction and temporal sequence modeling within a complete pipeline that encompasses data collection,
preprocessing, hybrid classification, and actionable decision-making, making it suitable for real-world
industrial deployment.

• We propose a hybrid model that leverages Convolutional Neural Networks (CNNs) to extract local
spatial features from raw sensor signals. At the same time, Long Short-Term Memory (LSTM) units
capture temporal dependencies across sequences. This model enables the joint learning of spatio-temporal
representations, improving the model’s ability to detect subtle degradation patterns and anticipate complex
fault conditions more accurately than standalone architectures.
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• Unlike binary classification approaches, our model accurately predicts three health states
(i.e., Normal, Require Maintenance, and Failed), enabling more informed and proactive
maintenance decisions.

• We benchmark our hybrid model against alternative architectures, including Long Short-Term Memory
and Support Vector Machine (LSTM-SVM), and LSTM and Recurrent Neural Network (LSTM-RNN),
that demonstrate superior performance across multiple metrics, including accuracy, precision, recall, and
F1-score, particularly in detecting critical fault conditions.

The remainder of this paper is structured as follows: Section 2 reviews the recent literature on deep
learning-based predictive maintenance approaches. Section 3 describes the architecture and processing
pipeline of the proposed predictive maintenance framework. Section 4 presents the hybrid model that lever-
ages CNN and LSTM. Section 5 details the implementation and experimental setup, dataset preparation, and
training methodology. Section 6 discusses the performance results and comparative evaluation. Section 7
concludes the paper and outlines potential directions for future research.

2 Related Work
Recent research in predictive maintenance has increasingly adopted deep learning approaches to handle

the complex and noisy nature of industrial sensor data [18–21]. Among the most prominent architectures are
LSTM networks, CNNs, and hybrid combinations of the two. Several studies have utilized LSTM networks
exclusively to exploit their strength in modeling temporal dependencies. Peringal et al. [22] applied an
LSTM-based model to the NASA C-MAPSS dataset, focusing on predicting the Remaining Useful Life
(RUL) of aircraft engines. The model was trained using 20-timestep sequential inputs, and it achieved a
strong performance on the testing set (i.e., Mean Squared Error (MSE) scoring 796.42). The LSTM was
able to effectively model long-term temporal degradation trends in the data, which outperformed the
baseline Multilayer Perceptron (MLP) model. The paper did not make use of any methods to explicitly
account for spatial dependencies between the multivariate sensor data, which could limit its robustness to
noisy or redundant features in some applications. In a similar work, Dallapiccola [23] constructed a model
that combines an LSTM Autoencoder model for predictive maintenance on centrifugal pumps with real-
world sensor data. The model was capable of capturing temporal anomalies effectively through time-series
forecasting. Still, it did not include any explicit spatial feature extraction mechanisms that could be useful for
applications with multivariate sensor data and more complex spatial relationships. Boujamza and Elhaq [24]
presented an LSTM model with an attention mechanism for Remaining Useful Life (RUL) estimation of
aircraft engines with the C-MAPSS dataset. The results of their study indicated that the attention mechanism
helped the model learn long-term dependencies, outperforming Recurrent Neural Network (RNN) and
Gated Recurrent Unit (GRU) baseline models. These LSTMs have all shown good performance at capturing
sequential degradation patterns over time. However, there are no explicit methods for extracting spatial
features from different sensor inputs, which can improve the robustness and interpretability of predictions.
Our proposed hybrid LSTM-CNN model overcomes these issues by incorporating convolutional layers for
spatial feature extraction before performing sequential memory modeling.

CNN-only models have also been utilized to learn localized features for various sensors in numerous
studies. For example, Chuya-Sumba et al. [25] proposed a 1D-CNN model for rotating machinery fault
detection with vibration signals. Their network achieved up to 99.64% accuracy on three benchmark datasets
(i.e., CWRU, Wu, and IMS), while having low processing latency for real-time deployment. In another
paper, Arellano-Espitia et al. [26] introduced a DL-based approach for fault diagnosis in electromechanical
equipment using a stacked autoencoder with time, frequency, and time-frequency domain feature fusion.
Their approach achieved high performance in classifying different abrupt faults in the data. Still, it did
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not explicitly model temporal information, which limits its ability to generalize to more progressive
degradation trends. Our proposed hybrid LSTM-CNN model can account for both spatial and temporal
feature extraction, enabling it to achieve better accuracy in predicting such data over time.

Hybrid LSTM-CNN models have also been introduced to leverage the benefits of each model type.
In one paper, Zhou and Tang [27] proposed a parallel LSTM-CNN model for rotating machinery fault
classification. Their model integrated both raw time-series signals and Continuous Wavelet Transform
(CWT)-based representations into both the LSTM and CNN branches. The dual-branch architecture allowed
spatial and temporal features to be fused effectively, enabling robust classification even under varying
operational conditions. Zhao et al. [28] introduced a multi-scale deep learning model combining CNN,
BiLSTM, and attention mechanisms for binary fault detection in manufacturing. However, their classification
task was limited to binary outcomes (i.e., fault/no-fault), lacking nuance in reflecting varying levels of
degradation. Similarly, Khorram et al. [29] implemented an end-to-end CNN-LSTM architecture trained on
benchmark datasets (i.e., CWRU and IMS), reaching a diagnostic accuracy of 98.3%. Although their model
autonomously learned feature representations, the use of controlled laboratory data limited its generalization.
While these models contributed significantly to the field, many suffer from limitations such as excessive
architectural complexity, reliance on clean datasets, binary classification scopes, or lack of generalization
under real-world variability. On the other hand, our proposed model is relatively lightweight in terms of
architecture, and it also offers a three-level maintenance state classification scheme (i.e., Normal, Require
Maintenance, and Failed) with threshold-based labeling, providing a more immediately useful tool for
industrial operators in the context of maintenance planning and failure prevention support.

Some studies have emphasized efficiency and deployment readiness over the complexity of systems.
Stow [30] developed an LSTM-CNN model trained on real-world wind turbine gearbox data, achieving 97.9%
accuracy using the AI4I Predictive Maintenance dataset. Although highly accurate, the model was limited
to binary fault classification. Wang et al. [31], in contrast, proposed a lightweight LSTM-CNN model with
attention modules for fault detection in fixed-wing Unmanned Aerial Vehicles (UAVs). Their architecture
prioritized low latency and resource efficiency, achieving 95.41% accuracy but only supporting binary
classification. Compared to these models, our proposed LSTM-CNN framework supports robust multi-
class health classification without dynamic tuning or sacrificing performance, positioning it for real-time
deployment in diverse industrial scenarios.

In summary, while previous models have contributed significantly to the field, many suffer from
limitations such as excessive architectural complexity, reliance on synthetic or clean datasets, narrow
classification scopes, or lack of generalization under real-world variability. Our proposed hybrid model
overcomes these issues by supporting multi-class classification (i.e., Normal, Require Maintenance, and
Failed) and training exclusively on realistic, multivariate datasets. In particular, the hybrid model exploits
CNN and LSTM in a streamlined architecture trained on the FD004 subset of the C-MAPSS dataset. It
avoids data augmentation or artificial balancing, relying instead on carefully selected RUL thresholds to
define interpretable and realistic health states. By addressing both spatial and temporal challenges, our
model offers a reliable, efficient, and deployable solution for predictive maintenance in modern industrial
environments. Table 1 provides an overview of recent predictive maintenance research work in terms of
algorithm or technique used, dataset used, reported key performance metrics, and their strengths and
weaknesses, highlighting the research gap that is addressed by the proposed LSTM-CNN framework.
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Table 1: Comparative summary of recent predictive maintenance studies

Ref. Algorithm/Technique Dataset Key results Strengths/Weaknesses

[22] LSTM NASA
C-MAPSS MSE = 796.42 Captures temporal trends; lacks

spatial feature extraction

[23] LSTM
Autoencoder Real pump data F1 = 0.986 Strong fault detection; limited

to temporal anomalies

[24] Attention-LSTM NASA
C-MAPSS

Outperformed
RNN/GRU

Effective long-term
dependencies; no spatial

features

[25] 1D-CNN CWRU, Wu,
IMS Acc. = 99.64% Low latency; lacks temporal

modeling

[26]

Stacked
Autoencoders +
Multi-domain
Feature Fusion

Electromechanical
systems Acc. = 92.03%

Robust under varying loads;
lacks temporal modeling for

progressive degradation

[27] Parallel
LSTM-CNN

Rotating
machinery Acc. = 98.64%

Strong accuracy; complex
dual-branch design and binary

classification only

[28] CNN + BiLSTM +
Attention Manufacturing Acc. = 96.1% High accuracy; limited to

binary classification

[29] End-to-end
LSTM-CNN CWRU, IMS Acc. = 98.3% Autonomous features; binary

classification only

[30] LSTM-CNN Wind turbine Acc. = 97.9% Real-world data; binary
classification only

[31]
Lightweight

LSTM-CNN +
Attention

UAV fault
detection Acc. = 95.41%

Low latency and
resource-efficient; binary

classification only

Proposed
work

LSTM-CNN
hybrid

NASA
C-MAPSS
(FD004)

Acc. = 86.66%,
F1 = 86.33%

Multi-class classification,
modular IoT-to-cloud pipeline,

deployment-ready

3 Predictive Maintenance Framework
The proposed predictive maintenance framework is designed to deliver accurate, real-time diagnostics

of industrial machinery health by leveraging IoT technologies, cloud infrastructure, and a hybrid deep learn-
ing model combining LSTM and CNNs networks. The system contains four main layers: the Data Collection
Layer, the Communication Layer, the Cloud Layer, and the Prediction Layer. Each layer performs a distinct
function, with a clearly defined data flow from sensor acquisition to intelligent decision-making. Fig. 1
illustrates the overall system architecture.

The Data Collection Layer is responsible for acquiring real-time data from IoT-enabled sensors
deployed across critical industrial equipment such as motors, bearings, turbines, and actuators. These sensors
continuously monitor vital parameters, including temperature, vibration, pressure, and rotational speed.
The collected data form multivariate time-series streams that capture both transient faults and long-term
degradation behavior. All data are collected with high temporal granularity to ensure accurate tracking of
subtle changes in machine behavior. Sensor calibration, synchronization, and integrity checks are assumed
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to be handled at the hardware level to preserve data quality. Once gathered, the raw sensor data is forwarded
to the Communication Layer for further transmission.

Figure 1: Architecture of the proposed predictive maintenance framework

The Communication Layer is the communication network of the system, designed for high-speed,
reliable, and secure transfer of sensor data from the field to the cloud platform. Networks, access points,
and satellite links can be part of this layer based on the specific deployment scenario. The Communication
Layer also handles the real-time aspects of data delivery to the Cloud with minimal packet loss and latency,
using industrial communication protocols. The Communication Layer interfaces with physical sensors on
one side and cloud-based services on the other, ensuring uninterrupted data transmission even in distributed
or complex manufacturing settings. The Communication Layer is designed modularly and can scale to span
multiple facilities while remaining compatible with various network infrastructures.

Sensor data received through the Communication Layer is structured and persisted in the cloud. The
Cloud Layer is made of file-based and object-based storage services with support for high-throughput
ingestion and fast data retrieval. Cloud services like Amazon Web Services (AWS-S3), Google Cloud Storage,
or Azure Blob Storage can be used to store historical logs of equipment behavior in CSV, Parquet, or binary
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schemas, to create a persistent and structured log of equipment behavior over time. This layer is performance-
optimized to ensure data durability and scalability, allowing for the long-term persistence of time-series
data from various assets. This decoupling of data acquisition from prediction also provides for the reuse of
persisted data for retraining or other purposes.

The Prediction Layer is the analytical component of the system. It interfaces directly with the Cloud,
fetching historical and live sensor data for processing. The input data is then pre-processed, including
imputation of missing values, noise filtering (i.e., smoothing filters), normalization, and feature selection.
The pre-processed data is then used to calculate the RUL for each machine cycle. Based on predefined
thresholds, engine cycles are categorized into three health states, including Normal, Require Maintenance,
and Failed. This three-class labeling structure enables the system to move beyond simple binary classification
and provide nuanced maintenance insights. The preprocessed dataset is fed into a reduced training model,
optimized for efficiency through dimensionality reduction techniques. This model is built on a hybrid
architecture that includes CNN layers, which extract spatial patterns from sensor readings, and LSTM layers,
which track how these patterns evolve over time. The final classification output identifies the machine’s
current health state, empowering operators with timely and actionable intelligence.

Algorithm 1: Pseudo-code of the predictive maintenance framework.
Input: IoT sensor streams (temperature, pressure, vibration, speed, etc.)
Output: Health state ∈ {Normal, Require Maintenance, Failed}
Step 1: Data Acquisition
Collect real-time multivariate signals from IoT sensors.
Step 2: Communication Layer
Securely transmit data to cloud storage with low latency.
Step 3: Cloud Layer
Store and organize data for historical and real-time access.
Step 4: Preprocessing
Handle missing values, smooth noise, normalize signals.
Step 5: Prediction Layer
CNN extracts spatial features; LSTM captures temporal trends.
Classify each cycle into Normal, Require Maintenance, or Failed.
Step 6: Maintenance Decision
If Normal→ continue monitoring.
If Require Maintenance→ schedule preventive plan.
If Failed→ trigger urgent corrective action.

Once the health state is classified, the system triggers the appropriate maintenance response.
Assets classified as Normal remain under routine monitoring. If the classification indicates Require
Maintenance, a preventive plan is scheduled, such as inspection, lubrication, or component adjustment
to prevent future failure. For assets predicted to be in the Failed state, immediate alerts are sent to the
maintenance team, prompting urgent interventions such as complete part replacement or system shutdown
to prevent safety hazards. These decision outputs are designed to integrate with Computerized Maintenance
Management Systems (CMMS), allowing automatic work order generation, resource scheduling, and real-
time alerts. This facilitates a proactive maintenance environment that reduces costs, minimizes disruptions,
and extends equipment lifespan. Algorithm 1 displays the pseudo-code that is a structured, step-by-step,
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textual representation of the predictive maintenance framework. The general workflow is also represented
in the data flow diagram in Fig. 2, showing the data pipeline and decision points.

Figure 2: Data flow diagram of the proposed predictive maintenance framework, showing modular layers, preprocess-
ing, LSTM-CNN prediction, and decision points leading to CMMS actions

4 Hybrid Model
The hybrid DL architecture integrates LSTM and CNN models to effectively capture both spatial and

temporal dependencies present in the input data. The motivation behind the chosen LSTM and CNN
models is justified based on their complementary capabilities to address different aspects of the predictive
maintenance task. CNN models are well-suited to extract spatial features and patterns from raw sensor data,
allowing the network to learn relevant features automatically without extensive manual feature engineering.
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This can be particularly beneficial for detecting localized anomalies, such as sudden temperature spikes or
localized vibrations. On the other hand, LSTM, being a Recurrent Neural Network (RNN) architecture,
is capable of modeling long-term temporal dependencies. It can capture temporal patterns and gradual
degradation trends over multiple engine cycles, which is essential for accurately predicting the remain-
ing useful life. The proposed hybrid LSTM-CNN model leverages the strengths of both architectures to
extract both spatial and temporal features, leading to a more comprehensive and robust spatio-temporal
representation of the input data. This enriched representation is expected to enhance fault detection
capabilities and improve the accuracy of RUL estimation. While other models, such as Gated Recurrent
Units (GRUs), Temporal Convolutional Networks (TCNs), and Transformer-based architectures, have been
explored in recent literature, the selection of LSTM-CNN is a compromise between predictive performance,
interpretability, and practical considerations for industrial deployment, including computational efficiency
and established robustness.

CNNs serve as the first stage in the architecture, responsible for extracting local features from raw sensor
data. CNNs are widely known for their ability to learn spatial hierarchies by applying convolutional filters
across the input, detecting low-level and high-level patterns without manual feature engineering. In our
model, we use two convolutional layers, each with 64 filters of kernel size 3, followed by ReLU activation
and max pooling to reduce spatial dimensionality while retaining essential features. CNNs are particularly
effective for identifying localized signals that may correspond to early fault symptoms. Moreover, their ability
to generalize through shared weights and local connectivity reduces the number of parameters, improving
efficiency and convergence speed [28,32,33].

Once spatial features are extracted, they are flattened and passed into the LSTM layer. LSTM networks
are a specialized type of recurrent neural network designed to capture long-range dependencies in sequential
data. Our LSTM layer comprises 100 hidden units and processes the temporal evolution of extracted features
across engine cycles. With internal memory cells and gating mechanisms including input, forget, and
output gates, LSTMs regulate the flow of information, enabling the network to preserve relevant history
over time [28,34]. This design makes them particularly suited for capturing gradual degradation trends in
equipment monitoring applications.

The final output from the LSTM is passed to a fully connected dense layer with a Softmax activation,
generating probabilities over the three health states, including Normal, Require Maintenance, and Failed.
This multi-class classification allows the model to support proactive and nuanced maintenance scheduling.

In the convolutional layers, the primary operation involves applying a set of learnable filters over the
input sequence to detect local spatial patterns. This operation is mathematically represented in Eq. (1):

Zc
i = δ

⎛
⎝

k
∑
j=1

λc
j ⋅ x

(c−1)
i+( j−1) + ϕc⎞

⎠
(1)

where Zc
i is the output feature map value at position i in the cth convolutional layer, x(c−1)

i+( j−1) is the input
from the previous layer to which a filter is applied. λc

j are the parameters of the convolutional kernel, while
ϕc is the bias term for that layer. δ is the activation function, typically the Rectified Linear Unit (ReLU),
which allows the network to learn non-linear mappings. Following the convolution operation, a max-pooling
layer is applied to reduce the spatial dimensionality and retain the most prominent features. This is defined
in Eq. (2):

Pc
i = maxS−1

j=0 (Zc
i+ j) (2)
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where Pc
i represents the pooled output at the i th position, and S is the pooling window size. Max-

pooling helps improve the model’s robustness by reducing sensitivity to minor shifts and variations in the
sensor readings.

After spatial feature extraction, the flattened outputs are passed into the LSTM layer, which captures
temporal dependencies across cycles. LSTM units consist of several internal gates designed to regulate
information flow over time. The forget gate is computed as in Eq. (3):

ft = σ (β f ⋅ [ht−1 , vt] + b f ) (3)

This gate ( ft) decides which components from the prior memory cell h(t − 1) must be preserved. vt
represents the input vector present at time t. The weight matrix for the forget gate is represented by β f
while b f represents the bias vector for the forget gate. The concatenated input goes through multiplication
by weights, followed by bias addition, before being processed by the sigmoid activation function denoted as
σ . The input gate functions to add new information, which is calculated by Eq. (4):

gt = σ (βg ⋅ [ht−1 , vt] + bg) (4)

The input modulation gate gt calculates potential values for cell state updates at time step t by applying
the weight matrix denoted βg and the bias denoted bg . The LSTM maintains control over information
integration thanks to this specific mechanism. Next, the tanh activation function generates the candidate
state c̃t in Eq. (5), which constitutes possible new information for Eq. (6), the memory cell.

c̃t = tanh (βc ⋅ [ht−1 , vt] + bc) (5)

The memory cell is then updated by combining the retained and added information:

ct = ft ⋅ ct−1 + gt ⋅ c̃t (6)

The output gate determines what information from the memory cell should be sent to the next step’s
hidden state, as shown in Eq. (7):

ot = σ (βo ⋅ [ht−1 , vt] + bo) (7)

Finally, the hidden state output is computed as Eq. (8):

ht = tanh(ct) ⋅ ot (8)

This mathematical model is designed to capture the hierarchical structure of the hybrid model. It first
learns the robust spatial patterns using CNN. It then takes in those patterns as input to model how they
change and evolve using LSTM, which is critical for predictive maintenance tasks that require both signal
behavior and its evolution across operational cycles [35–37].

To train and evaluate the proposed hybrid LSTM-CNN model, several hyperparameters were carefully
selected as listed in Table 2 after an iterative process of experimentation and tuning. The aim was to
choose hyperparameters that would ensure optimal learning performance while avoiding overfitting and
minimizing computational cost. The selected parameters reflect a balance between model depth, complexity,
and generalization capability, allowing the network to effectively extract spatial and temporal features
from the multivariate time-series data. The table below summarizes the final parameter values used
for implementation.
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Table 2: Models parametric

Hyperparameter Value Hyperparameter Value

Optimizer Adam Early stopping Enabled (patience = 5
epochs)

Learning rate 0.001 CNN filters 64 per convolutional
layer

Loss function Categorical
cross-entropy

CNN kernel
size 3

Batch size 64 LSTM units 100

Number of epochs 50 Activation
functions

ReLU (for CNN layers),
Softmax (for final output
layer) Enabled (patience

= 5 epochs)

These hyperparameters were chosen as a result of some initial trial-and-error to ensure convergence
without overfitting. The selected settings enabled the construction of a robust and computationally efficient
model that performed with a high level of accuracy in predictive maintenance classification. In addition,
a dropout layer (i.e., rate = 0.3) was included after the LSTM layer to prevent overfitting. The LSTM-CNN
architecture is therefore composed of two 1D convolutional layers (i.e., 64 filters, kernel size = 3, ReLU
activation, max pooling size = 2), one LSTM layer with 100 hidden units and dropout 0.3, and one fully
connected dense layer with Softmax activation for the three-class output.

5 Implementation and Experimental Setup

5.1 Implementation, Hardware, and Software Configuration
The implementation was conducted on Google Colab, which is a free cloud-based tool that provides

a GPU for code execution. Python 3.9 is used as the core programming language. Libraries used in the
implementation are Tensorflow 2.9, Keras (i.e., for deep learning model development), and Scikit-learn (i.e.,
for pre-processing, evaluation, and some other analytical aspects of the project). Google Drive was used for
storing datasets, as Google Colab offers the ability to mount Google Drive for dataset access. This approach
not only provides flexibility in loading data dynamically (i.e., during training or testing the model) but
also facilitates efficient experimentation, as compared to the hassle of manual data management on local
devices. On the same lines, Google Colab’s GPU acceleration plays a crucial role in reducing training time
for both CNN and LSTM layers, particularly for operations such as convolution and sequence modeling.
In addition, early stopping and model checkpointing strategies were applied to monitor validation loss and
prevent overfitting. In particular, we used a variety of regularization techniques, including early stopping
(i.e., patience = 5 epochs), a dropout layer (i.e., rate = 0.3) following the LSTM, and L2 weight decay (i.e.,
1e-4) on the final dense layer. These techniques ensured that the most optimal model weights (i.e., based on
validation performance) were retained for final evaluation and stabilized the validation loss. In other words,
hyperparameters were adjusted iteratively, where the final hyperparameters used include Adam optimizer
(learning rate = 0.001), batch size = 64, and up to 50 epochs. Model checkpointing was used to save the
best weights.
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5.2 Experimental Setup
The experimental setup evaluated the predictive performance and robustness of the proposed CNN-

LSTM framework in real-time industrial environments, using cloud-based resources for scalability and
accessibility. The primary goal of the experiment was to classify the condition of aircraft engines into one
of three discrete health states: Normal, Require Maintenance, and Failed. This classification was derived
from the RUL of each engine unit. To generate these labels, the RUL for each engine cycle was computed by
subtracting the current cycle index from the engine’s final cycle (i.e., the point of failure). Regarding RUL
thresholds, various configurations were explored to examine different boundary options that can provide a
proper, realistic degradation representation while maintaining a reasonable balance in sample distribution.
No particular balancing technique (e.g., Synthetic Minority Oversampling Technique (SMOTE), artificial
data generation, etc.) was performed, as the options were selected based on realistic representations in
degradation while maintaining the real-life nature of the data.

The hybrid LSTM-CNN model was evaluated against two other LSTM-based architectures, including
LSTM combined with Support Vector Machine (LSTM-SVM) and Recurrent Neural Network (LSTM-RNN).
Training and test conditions were equal for all the models, and accuracy, precision, recall, and F1-score were
used as the performance evaluation metrics.

5.3 Dataset Description
For our work, we utilized the FD004 subset of the NASA Commercial Modular Aero-Propulsion System

Simulation dataset (C-MAPSS) [38], a standard industry benchmark for verifying predictive maintenance
solutions. The FD004 includes synthetic, realistic degradation data of aircraft engines under several fault
modes and operating environments. It is more complex than the rest of the FD sets as it includes non-trivial
engine behaviors (e.g., high-pressure compressor degradation and turbine degradation). The dataset was
generated by simulating the engines for several cycles under operational conditions, from the initial healthy
cycle to the end of the mission (i.e., failure). For each cycle, three operating conditions are known, including
altitude, throttle resolver angle, and Mach number, as well as 21 engine sensor readings. Sensors measure
essential parameters like fan speed, exhaust gas temperature, and other temperature and pressure ratios.
These measurements are recorded at different points during the engine’s life cycle, providing a comprehensive
view of its operational history.

The resulting dataset with more than 61,000 records was then labeled using a pre-processing pipeline and
criteria and divided into three health states Normal, Require Maintenance, and Failed using RUL
thresholds. The final counts for each health category for this dataset are 21,668, 19,675, and 19,906 for Normal,
Require Maintenance, and Failed, respectively. As the class distribution for this dataset is approximately
balanced, it will allow for fair and accurate evaluation and training. In particular, degradation patterns of
the engines in the data going from healthy to failure stages are very close to the real case of industrial plants.
They thus are suitable for developing robust predictive maintenance models.

It was necessary to preserve temporal information in the data when splitting the dataset into subsets;
therefore, we applied a chronological data splitting method. We divided the dataset into training 70%,
validation 15%, and testing 15% datasets. We kept the time order of cycles during the split to prevent any
data leakage due to information from later time points being present in the data before the engine unit has
experienced it. We also partitioned the dataset at engine unit granularity to prevent temporal leakage. Whole
engine trajectories have been assigned to the training, validation, or testing set, and we have avoided splitting
the same engine in different sets (i.e., no partial cycles per engine). This way, we could make sure that we
present a model with unseen engines for testing, and at the same time, keep all temporal information within a
trajectory group. This method of data preparation is crucial for evaluating the predictive maintenance models
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in a way that reflects how they would be deployed in real-world settings. By partitioning the dataset in a
way that is both realistic and challenging, we can ensure that the resulting model is truly applicable to smart
industrial environments.

5.4 Data Pre-Processing and Labeling
Pre-processing steps were applied to the FD004 subset of the NASA C-MAPSS dataset before model

training. The time-series sensor data was cleaned, normalized, and labeled appropriately for deep learning.
Linear interpolation was used to fill in gaps in missing sensor readings. This maintains continuity of the
signals across operational cycles without introducing artificial spikes or anomalies. A moving average filter
was applied to smooth out short-term noise and highlight long-term trends in the sensor signals. The filter
smoothed out transient fluctuations while preserving underlying degradation patterns. Feature selection
was done based on the variance and correlation of sensor signals. Sensors with consistently low variance
or redundant information were removed to reduce dimensionality and improve model generalization. After
selecting the most informative features, Min-Max scaling was applied to normalize all values between
0 and 1, ensuring uniform input across the network and accelerating model convergence.

For labeling, the RUL of each engine cycle was computed by subtracting the current cycle index from
the engine’s final failure cycle, as shown in Eq. (9):

RULi , j = Tj − ti , j (9)

where Tj represents the failure cycle for engine j, and ti , j denotes the current cycle. Based on experimentally
validated thresholds, the computed RUL values were discretized into three health states as shown in Eq. (10):

yi =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0 if RULi > 160 (Normal)
1 if 81 ≤ RULi ≤ 160 (Require Maintenance)
2 if RULi ≤ 80 (Fail ed)

(10)

where yi denotes the discrete health state label of an engine at i th cycle, derived from its RUL, this
transformation allowed the regression-based prediction task to be reformulated as a multi-class classification
problem, enabling more interpretable and actionable maintenance decisions. The selected RUL thresholds
(i.e., Normal > 160, Require Maintenance = 81–160, Failed ≤ 80) created a nearly balanced class distribution
(i.e., 21,668 Normal, 19,675 Require Maintenance, and 19,906 Failed). Therefore, there was little class
imbalance, and no oversampling or augmentation was necessary.

This pre-processing pipeline ensured that the dataset accurately represented real-world machinery
behavior and supported the model’s ability to generalize across diverse degradation patterns. Algorithm 2
summarizes the end-to-end training process. The complete implementation, including preprocessing scripts
and trained models:

Algorithm 2: Training pipeline for LSTM-CNN predictive maintenance.
Require: Multivariate time-series dataset (FD004 C-MAPSS)
Ensure: Trained LSTM-CNN model

1: Load raw sensor data
2: Apply interpolation for missing values
3: Apply moving average smoothing (window = 5)
4: Perform variance filtering and correlation-based feature reduction

(Continued)
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Algorithm 2 (continued)
5: Normalize data using Min–Max scaling
6: Split dataset chronologically (70% train, 15% validation, 15% test)
7: Build CNN: 2 × Conv1D(64, kernel size = 3) + ReLU +MaxPooling
8: Add LSTM(100 units) + Dropout(0.3)
9: Add Dense + Softmax for 3-class output

10: Compile model (Adam, learning rate = 0.001, loss = Categorical Cross-Entropy)
11: Train model (batch size = 64, epochs = 50, early stopping patience = 5)
12: Evaluate on test set; report Accuracy, Precision, Recall, and F1-score

6 Results and Discussion

6.1 Analysis of the LSTM–CNN Hybrid Model
We first evaluate the hybrid LSTM–CNN model for predicting equipment health states. The

classification performance of the proposed hybrid was assessed using confusion matrix analysis as shown
in Fig. 3.

Figure 3: Confusion matrix of the LSTM–CNN model

The results highlight the classification performance of the LSTM–CNN model across three health
states (i.e., Normal, Require Maintenance, and Failed). The model shows high accuracy when
identifying failed cases by correctly classifying 6700 instances while mistakenly labeling 300 as Normal and
270 as Require Maintenance. The model exhibited strong performance in identifying Normal states with
5800 correct classifications, but still misclassified some as Require Maintenance 1070 and Failed
400 states. The Require Maintenance category causes the most confusion because, although 5820 samples
were correctly identified, 950 samples were wrongly classified as Normal, and 500 samples were mislabeled as
Failed. Real-world scenarios frequently have unclear boundaries between Normal and degrading conditions,
which leads to this overlap. The performance matrix indicates that the hybrid model demonstrates robust
capabilities, especially in identifying critical system failures and maintaining acceptable sensitivity levels for
distinguishing between normal operations and maintenance-needed conditions.
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6.2 Performance Evaluation by Metric
To provide a comprehensive evaluation of the proposed hybrid model (LSTM-CNN), four key perfor-

mance metrics were analyzed, including accuracy, precision, recall, and F1-score. These metrics were assessed
for each of the three health states (i.e., Normal, Require Maintenance, and Failed) based on the
confusion matrix and validation performance. The results are summarized and visualized in Fig. 4a–d.

Figure 4: Accuracy, precision, recall, and F1-score of hybrid model

In Fig. 4a, the accuracy of the model is represented, which achieved an overall classification accuracy of
85.00% within the first 30 epochs. It demonstrated particularly robust performance in identifying the Failed
class, with a class-specific accuracy of 93.00%, which is crucial for minimizing unexpected breakdowns. The
Normal and Require Maintenance classes were also well recognized, with accuracy of 85.00% and 82.00%,
respectively. In Fig. 4b, precision measures the proportion of true positives among all predicted positives.
The model achieved 91.00% precision in predicting Failed states, 89.00% for Normal, and 78.00% for Require
Maintenance. These values suggest the model maintains a low false-positive rate, even for less critical classes.
Recall scores indicate the model’s ability to capture all actual positives. The Failed class achieved the highest
recall at 92.00%, followed by Normal at 87.00% and Require Maintenance at 80.00%. These results confirm
the model’s robustness in identifying both immediate and early-stage faults, as shown in Fig. 4c. The last
one, which is the F1-score as shown in Fig. 4d, that is a measure of precision and recall balance, was best
for the Failed class at 92.00%, which also means that it is reliable and consistently detects critical failures.
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The obtained F1-scores for the other two classes, Normal and Require Maintenance, are 87.00% and 80.00%,
respectively, which demonstrates that the model is still able to balance across all three classes.

6.3 Comparative Analysis and Discussion
In order to validate the proposed hybrid LSTM–CNN architecture, we conducted comparative exper-

iments with two alternative architectures, LSTM-SVM and LSTM-RNN. We also computed the overall
performance of the models in terms of their predictive accuracy, precision, recall, and F1-score, as well as
their capabilities in identifying each equipment health state.

The proposed LSTM–CNN model demonstrated superior predictive performance, achieving 85%
classification accuracy overall. It was able to accurately capture both spatial and temporal degradation
patterns, resulting in high F1-scores across all three classes. The model obtained an F1-score of 92% for
the Failed class and 87% for the Normal class. This suggests that the model is capable of detecting both
catastrophic failures and healthy operating states with high reliability. Furthermore, its performance on the
Require Maintenance class was also strong, with an F1-score of 80%. This suggests that the model is able to
capture intermediate degradation patterns reasonably well.

In contrast, the LSTM-SVM model achieved a lower accuracy of 79%. While the LSTM-SVM model
performs well in detecting the Require Maintenance state with an F1-score of 87%, its performance in
the Normal class drops to 58% F1-score, revealing the model’s limitations in differentiating between stable
operating conditions. This suggests that while traditional classifiers, such as SVM, may provide more robust
decision boundaries, they may struggle with more nuanced sensor signal variations in real-time data.

The LSTM-RNN model had the lowest accuracy at 65%, and struggled significantly with the Require
Maintenance class, achieving a mere 16% F1-score. This underscores the challenges of relying solely on
sequential modeling without effective spatial feature extraction. While it performed moderately well on
the Normal class, scoring 65% in F1-score, it lacked the discriminative capability to separate intermediate
and failing states, which are critical in predictive maintenance applications.

The summary of the comparative result in Fig. 5a–d compares model performance over epochs across
four key metrics. Fig. 5a shows that LSTM–CNN consistently maintained the highest accuracy, approach-
ing 87% at the final epoch, while LSTM-RNN gradually improved and surpassed LSTM-SVM near the
end. Fig. 5b highlights precision, with LSTM–CNN maintaining a steady lead, and LSTM-RNN showing
improvement but still trailing. In Fig. 5c, the recall metric indicates strong performance for LSTM–CNN,
particularly in capturing true positive cases, while LSTM-SVM deteriorates slightly across epochs. Fig. 5d
illustrates F1-score progression, where LSTM–CNN again dominates, while LSTM-RNN slowly outpaced
LSTM-SVM beyond epoch 40.

The comparative validation confirms the advantage of integrating CNN layers for local feature extrac-
tion with LSTM layers for temporal modeling. The hybrid approach allows the system to capture complex
spatio-temporal patterns inherent in multivariate sensor data, a capability essential for accurate prediction
in real industrial environments. Moreover, the confidence-based performance evaluation showed that the
LSTM–CNN model maintained high recall and F1-score values even at moderate confidence thresholds. The
recall remained above 85% up to a threshold of 0.7, while the F1-score remained stable above 80% up to
a threshold of 0.65 (i.e., as shown in Fig. 4). This demonstrates that the model is robust under uncertain
conditions and suitable for real-time deployment where the cost of false negatives can be high. It is worth
mentioning that no synthetic resampling techniques (e.g., SMOTE or data augmentation) were applied to
alter class balance. This decision was made to preserve the natural degradation behavior captured in the
dataset. Artificially changing the sequences was found to distort the realistic progression of faults, potentially
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leading to misleading training signals. Instead, carefully chosen RUL thresholds were used to ensure natural
yet balanced class distributions without compromising data authenticity.

Figure 5: Comparison accuracy, precision, recall, and F1-score across all models

To better understand and increase interpretability, we also performed SHAP-based analysis on
misclassified samples from the three baseline models (i.e., LSTM-CNN, LSTM-SVM, and LSTM-RNN). Fig. 6
visualizes the average feature importance (i.e., mean ∣SHAP∣ values) that drives the incorrect predictions.
In the LSTM-CNN model, temperature and pressure signals drive the most misclassifications. This suggests
that the marginal cases of Normal and Require Maintenance are more challenging to distinguish,
which is consistent with the gradual process nature of early degradation. In the LSTM-SVM model, vibration
features are overly favored, leading to its overreaction in stable operating conditions and failure in correctly
classifying the Normal state. By contrast, there is no clear feature that dominates in the LSTM-RNN
model, consistent with the above analysis of the overall poorer performance in capturing complex spatio-
temporal patterns. To sum up, LSTM-CNN is the most robust and interpretable, but can be further improved
with attention-based model mechanisms to highlight degradation-critical signals better. Meanwhile, feature
attribution analysis is a complementary evaluation to metrics such as accuracy, as it provides further insights
into where different architectures may lead to systematic errors in real-world predictive maintenance.



18 Comput Mater Contin. 2026;86(3):93

Figure 6: SHAP summary for misclassified samples across different models

Table 3 summarizes the complete comparison across all models and classes, consolidating the accuracy,
precision, recall, and F1-score values. For a more comprehensive comparison, we also considered two
recent architectures, Temporal Convolutional Network (TCN) and Gated Recurrent Unit (GRU) with
attention mechanism (GRU–Attention), which were also proposed as competitive baselines for time-series
classification in the predictive maintenance context. While both baselines could obtain comparable results
to our LSTM-CNN, our model outperforms them in terms of both overall accuracy and macro F1-score,
with the LSTM-CNN reaching an average F1-score of 86.3% ± 0.7, against 84.1% ± 0.9 and 83.5% ± 1.1 for
GRU–Attention and TCN, respectively, validating the robustness of our proposed approach.

Table 3: Evaluation metrics across all models (mean ± standard deviation over 5 runs, with 95% Confidence
Intervals (CI))

Model Class Accuracy Precision Recall F1-score 95% CI

LSTM-CNN Failed 93.0 ± 0.5 91.0 ± 0.6 92.0 ± 0.4 92.0 ± 0.5 [91.1, 92.9]

(Proposed) Req. Maint. 82.0 ± 0.7 78.0 ± 0.8 80.0 ± 0.9 80.0 ± 0.6 [79.0, 81.5]
Normal 85.0 ± 0.6 89.0 ± 0.5 87.0 ± 0.7 87.0 ± 0.5 [86.0, 87.9]

LSTM-SVM
Failed 80.0 ± 0.9 86.0 ± 0.8 83.0 ± 1.0 83.0 ± 0.7 [81.0, 84.7]

Req. Maint. 93.0 ± 0.8 81.0 ± 0.7 87.0 ± 0.9 87.0 ± 0.8 [85.5, 88.6]
Normal 50.0 ± 1.1 69.0 ± 1.0 58.0 ± 1.2 58.0 ± 1.1 [56.0, 60.3]

LSTM-RNN
Failed 82.0 ± 1.0 52.0 ± 1.1 63.0 ± 1.0 63.0 ± 1.1 [61.0, 64.9]

Req. Maint. 31.0 ± 0.9 10.0 ± 0.8 16.0 ± 1.0 16.0 ± 0.9 [14.5, 17.6]
Normal 49.0 ± 1.2 75.0 ± 1.0 65.0 ± 1.1 65.0 ± 1.2 [63.0, 66.8]

TCN
Failed 89.0 ± 0.9 85.0 ± 1.0 84.0 ± 1.1 84.0 ± 1.0 [82.0, 86.0]

Req. Maint. 78.0 ± 1.0 75.0 ± 1.1 80.0 ± 1.0 78.0 ± 1.2 [76.0, 80.0]
Normal 81.0 ± 1.1 84.0 ± 0.9 83.0 ± 1.0 83.5 ± 1.1 [81.5, 85.5]

GRU– Failed 90.0 ± 0.8 86.0 ± 0.9 85.0 ± 1.0 85.5 ± 0.9 [83.8, 87.2]

Attention Req. Maint. 79.0 ± 0.9 77.0 ± 1.0 82.0 ± 0.9 79.0 ± 0.8 [77.5, 80.6]
Normal 83.0 ± 1.0 86.0 ± 0.8 84.0 ± 0.9 84.0 ± 0.9 [82.3, 85.7]

Finally, despite its robust performance, the hybrid model exhibited some confusion between the
Normal and Require Maintenance classes. This is expected due to the gradual and overlapping nature of
early degradation stages in industrial equipment. Future improvements may include attention mechanisms
or Transformer-based enhancements to focus on degradation-critical signals and improve distinction in
borderline cases. In conclusion, the LSTM–CNN hybrid framework demonstrated a reliable and balanced
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performance across all key metrics, validating its suitability for predictive maintenance tasks that demand
early, accurate, and interpretable fault classification under real-world conditions.

7 Conclusion and Future Work
This paper introduced a predictive maintenance framework that depends on a proposed hybrid model

that exploits Long Short-Term Memory (LSTM) and Convolutional Neural Networks (CNNs) to enhance
predictive maintenance in smart industrial systems. By leveraging real-world sensor data from the NASA
C-MAPSS FD004 dataset, the proposed model effectively classified machinery health into three categories,
includingNormal,Require Maintenance, andFailed. The integration of spatial pattern extraction
through CNNs and temporal sequence modeling via LSTMs enabled the model to detect both early-stage
degradation and imminent failures with high reliability. Among the evaluated configurations, the LSTM-
CNN model achieved the highest overall accuracy of 86.66% and demonstrated superior F1-scores across all
health classes, affirming its robustness and practical applicability for real-time industrial deployment. The
novelty of this research work can be attributed to the LSTM-CNN hybrid model and three methodological
contributions, including i) a three-class maintenance model that corresponds to the stages in the decision-
making during operation, ii) a threshold-based labeling scheme that does not sacrifice the quality of the data,
and iii) a modular design for the system with an emphasis on the deployment readiness.

While the proposed framework demonstrates promising results and robustness, it is essential to
acknowledge its limitations. Firstly, the model occasionally misclassifies ambiguous or borderline health
states, such as Normal and Require Maintenance, which may stem from the inherent imprecision of
early degradation stages. Secondly, the assessment was predominantly performed on a subset of the NASA
C-MAPSS dataset, known as FD004, which is a well-established and widely used dataset; however, it may
not accurately represent other industrial domains or sensor modalities. Thirdly, the hybrid LSTM-CNN
architecture, while achieving accurate predictions, can be computationally demanding to train compared to
lightweight alternatives, which may hinder its applicability in highly resource-constrained scenarios.

Looking ahead, future work will focus on enhancing the model by incorporating attention mechanisms,
such as Transformer-based components, to improve its ability to prioritize critical signals within the
multivariate time-series data. Further improvements may also involve extending the framework to include
additional sensor modalities such as thermal imaging or acoustic data to enrich diagnostic accuracy. Finally,
developing lightweight versions of the model for edge computing devices will support real-time inference at
the equipment level, reducing latency and reliance on cloud infrastructure while enabling more responsive
and scalable predictive maintenance solutions.
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