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ABSTRACT: Wi-Fi technology has evolved significantly since its introduction in 1997, advancing to Wi-Fi 6 as the latest
standard, with Wi-Fi 7 currently under development. Despite these advancements, integrating machine learning into
Wi-Fi networks remains challenging, especially in decentralized environments with multiple access points (mAPs). This
paper is a short review that summarizes the potential applications of federated reinforcement learning (FRL) across eight
key areas of Wi-Fi functionality, including channel access, link adaptation, beamforming, multi-user transmissions,
channel bonding, multi-link operation, spatial reuse, and multi-basic servic set (multi-BSS) coordination. FRL is
highlighted as a promising framework for enabling decentralized training and decision-making while preserving data
privacy. To illustrate its role in practice, we present a case study on link activation in a multi-link operation (MLO)
environment with multiple APs. Through theoretical discussion and simulation results, the study demonstrates how
FRL can improve performance and reliability, paving the way for more adaptive and collaborative Wi-Fi networks in
the era of Wi-Fi 7 and beyond.

KEYWORDS: Artificial intelligence; reinforcement learning; channels selection; wireless local area networks; 802.11ax;
802.11be; Wi-Fi

1 Introduction
Over the past two decades, Wi-Fi technology has played a central role in delivering high-performance

wireless networking and has driven continuous innovation across its generations. Its evolution has enabled
the widespread availability of affordable user devices and access points (APs). Starting from the original
1997 IEEE 802.11 standard, which achieved peak data rates in the range of a few hundred kilobits per second
(Kbps), Wi-Fi has evolved to achieve speeds in the thousands of megabits per second (Mbps) with the current
Wi-Fi 6 technology (IEEE 802.11ax) [1].

Wi-Fi 7, the next generation of Wi-Fi technology [1], is designed to provide higher bandwidth and
improved performance compared to Wi-Fi 6, with specific support for extended reality (XR) and metaverse
applications [2]. Key features include multi-access point coordination (mAPC), advanced beamforming, and
multi-link operation (MLO) [3], all aimed at enabling reliable transmission of large data volumes required
by XR. MLO, in particular, allows devices to establish and use multiple wireless links with different APs
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simultaneously, thereby increasing bandwidth and reducing latency for real-time XR traffic. In addition, Wi-
Fi 7 introduces support for high-frequency bands above 6 GHz [1], expanding the available spectrum for
bandwidth-intensive applications while relieving congestion on the 2.4 and 5 GHz bands.

Machine learning (ML) plays a central role in advancing new functionalities in Wi-Fi networks [4].
According to recent surveys [4], reinforcement learning (RL) is frequently used for decision-making tasks
such as channel selection, power control, and beamforming. Artificial neural networks (ANNs) are applied
to prediction, classification, and clustering, supporting traffic forecasting, interference management, and
security. Deep learning (DL) architectures, including convolutional neural networks (CNNs) and recurrent
neural networks (RNNs), are used for signal processing tasks such as beamforming and spectrum sensing.
Evolutionary algorithms, such as genetic algorithms (GA) and particle swarm optimization (PSO), focus
on optimization and parameter tuning for resource allocation and network topology design. Unsupervised
learning methods, including K-means and expectation maximization, are applied to clustering and anomaly
detection, for example in detecting rogue APs or abnormal network activity. Overall, ML has become a
cornerstone for enabling advanced Wi-Fi functionalities, particularly for XR applications, and is expected to
remain central in this domain.

However, the proliferation of decentralized and uncoordinated Wi-Fi networks introduces challenges
even for advanced ML techniques [5]. In dense environments with many APs and stations, large volumes
of data may be generated, yet the data available at each AP is often limited, making independent training
difficult. Centralized ML could aggregate data for model training and then share predictions with APs;
however, collecting geographically dispersed data introduces latency and scalability issues. Privacy is another
concern, as decentralized networks involve many clients producing sensitive data, which is difficult to protect
in centralized frameworks. In addition, dynamic network conditions make it challenging for ML models
to adapt in real time. These challenges highlight the need for new ML approaches specifically designed
for decentralized networks, including distributed and federated learning, privacy-preserving methods, and
adaptive algorithms for dynamic environments.
Problem Formulation and Contributions

In this paper, we address the problem of efficient and privacy-preserving decision-making in decentral-
ized Wi-Fi networks, where multiple networks must coordinate without centralized control. Each network
acts as an intelligent agent that aims to maximize its long-term throughput while minimizing interference
and preserving user privacy. The overall objective is to achieve network-wide efficiency through collaborative
learning under partial observability.

To this end, we propose a federated reinforcement learning (FRL) framework in which each AP
maintains a local learning model (LLM) and periodically exchanges compact reward statistics to update
a global learning model (GLM). This design enables adaptive, decentralized optimization without sharing
raw data.

As a short review paper, the main contributions of this study are as follows:

• We provide a concise survey of recent applications of ML and RL for MAC-layer optimization in Wi-Fi
networks, emphasizing decentralized and federated approaches relevant to Wi-Fi 7 and beyond.

• We identify open challenges in applying ML to dense, multi-BSS environments and outline how FRL
can address these through distributed collaboration and privacy-preserving reward aggregation.

• We present a conceptual problem formulation for decentralized link activation using FRL and demon-
strate its feasibility through a case study in a MLO environment.
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2 Related Work
Dense multi-BSS deployments worsen co-channel interference; recent work therefore couples coor-

dinated spatial reuse (CSR) with learning-based power control. Wang and Fang [6] propose a federated
learning-based double deep Q-Network (FL-DDQN) for CSR power allocation, reporting enhanced
throughput and latency gains over baselines while preserving data locality. At a higher level of coordination,
Zhang et al. [7] design a deep RL channel-access (DLCA) protocol within a multi-AP controller architecture
and show improvements in both throughput and proportional fairness in overlapping enterprise Wi-Fi net-
works. These approaches demonstrate the advantages of coordination (federated), yet typically assume either
(i) explicit multi-AP control planes or (ii) centralized entities for aggregation, which may be impractical in
uncoordinated deployments and do not target Wi-Fi 7 MLO link-activation granularity.

Some of the researchers also propose cooperative multi-agent RL (MARL) to replace heuristic con-
tention process. Fan et al. [8] develop a selective-communication MAC with centralized training and
decentralized execution, showing better throughput and latency than CSMA/CA while maintaining fairness
and scalability to varying number of users. Similarly, Du et al. [9] combine FL with Deep Deterministic Policy
Gradient (DDPG) for dense-channel access, reducing MAC delay via training-pruning and aggregation
strategies in ns-3 (Network Simulator 3). These protocols validate that limited message exchange among
agents can stabilize access decisions. However, they focus on contention windows (CW) or transmission
decisions per slot rather than multi-link activation under concurrent multi-band operation, and they
do not explicitly encode max–min fairness across neighboring BSSs. Channel bonding increases peak
rates but intensifies contention. Zhong et al. [10] employ proximal policy optimization-based (PPO) deep
reinforcement learnin (DRL), centralized and distributed variants, to allocate primary channels and bonding
widths without prior interference models, handling hidden-terminal/channel scenarios and dynamic loads.
Chen et al. [11] propose a decentralized DRL dynamic channel bonding (drlDCB) that speeds convergence
by using an estimated-throughput reward and discouraging excessive bonding once demand is met. While
both works advance distributed decision-making for bonding, they do not consider federated reward sharing
among APs nor fairness-aware global signals; furthermore, decisions are single-link/channel-centric rather
than the joint multi-link activation problem emphasized by Wi-Fi 7 MLO.

Tan et al. [12] leverage Multi-Agent Deep Deterministic Policy Gradient (MADDPG) with an “access
opportunity” abstraction to transfer policies from single-link to multi-link networks, achieving up to 23.9%
throughput gains with robustness and fairness. Wu et al. [13] optimize multi-link frame aggregation lengths
via DRL, showing that aggregation must adapt to time-varying environments and is not monotonically
throughput-improving. These works underscore the importance of cross-link scheduling under partial
observability. Still, they either assume controlled training environments or do not articulate how to exchange
learning signals among neighboring APs under the tight airtime and latency budgets of WLAN control traffic.

Beyond access control, distributed learning is being adopted for network operations. Salami et al. [14]
compare FL and knowledge distillation for AP load prediction on campus traces and show up to 93%
accuracy gains while reducing communication and energy overheads by ∼80% relative to centralized ML.
Guo et al. introduce FedPos for CSI-based indoor positioning, combining FL with transfer learning to
preserve privacy and personalization while improving accuracy and training time [15]. In indoor localization,
Kumar et al. [16] demonstrate privacy-preserving FL for Wi-Fi fingerprinting with better accuracy/loss than
conventional distributed DL. Although these studies confirm the viability of distributed/federated training in
Wi-Fi ecosystems, they address prediction or positioning tasks rather than fast-timescale resource activation
under interference.
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In addition to Wi-Fi-specific studies, RL has also been applied to optimize decision-making in other
decentralized wireless systems. For instance, a recent work on delay-tolerant networks introduces an RL-
based routing strategy that improves packet delivery ratios by learning encounter patterns and transmission
histories, demonstrating the adaptability of RL in dynamic, partially connected environments [17]. Similarly,
FL has shown promising results in distributed internet of things (IoT) data collection, where periodic
scheduling minimizes communication overhead while improving convergence and energy efficiency [18].
These studies further reinforce the growing relevance of RL and FL paradigms for distributed and
resource-constrained wireless networks, conceptually aligning with our proposed FRL-based framework for
decentralized Wi-Fi systems.

At the same time, data transmission expense is a key barrier to FL at the edge. Zhang et al. [19]
propose DRL-driven gradient quantization to jointly balance training time and quantization error under
time-varying channels in vehicular edge computing. While not Wi-Fi-specific, such techniques motivate
lightweight statistics exchange for WLANs and support our choice to share compact reward summaries in
beacon-like frames instead of high-dimensional model updates.

3 Machine Learning Applications in Wi-Fi
A wide range of ML-based solutions have been developed for the PHY and MAC layers of the IEEE 802.11

standard to optimize internal parameters in both dynamic and static environments. These approaches aim
to reduce collisions during channel access, improve data rates through link configuration and aggregation,
determine optimal frame length using frame aggregation techniques, and mitigate interference or noise at the
PHY layer. RL methods are primarily used to adjust access parameters, while supervised and unsupervised
learning techniques are employed to estimate channel conditions. Together, these approaches improve
overall system performance. Fig. 1 provides an overview of representative ML contributions for optimizing
Wi-Fi environments.

3.1 ML for Channel Access in Wi-Fi Networks
ML is widely used to improve Wi-Fi performance by optimizing channel access mechanisms. A common

approach is to fine-tune the CW value, a key parameter for avoiding collisions among devices sharing the
same radio channel. The goal is to maximize throughput by reducing both collisions and idle periods.
Different ML models—including supervised learning, RL, deep RL, and FL—have been applied to IEEE
802.11 standards and their amendments [20]. For example, RL algorithms such as Q-learning can estimate
collision probabilities and dynamically adjust the CW size according to network conditions [20]. Fig. 1a
illustrates an example where an RL agent optimizes CW parameters for station (STA) 1.

3.2 ML for Adaptive Link Configuration in Wi-Fi Networks
The IEEE 802.11 amendments introduced high-speed connectivity through features at both the PHY

and MAC layers, such as channel bonding and adaptive link configuration. Rate adaptation is critical for
achieving optimal throughput under varying channel conditions, and ML models have been applied to
balance transmission errors against channel utilization in dynamic scenarios. In ML-enabled rate adaptation,
an agent estimates the probability of successful transmissions for each Modulation and Coding Scheme
(MCS) and selects the data rate that maximizes performance. ML models can also support the choice of
Short Guard Interval (SGI) values using online learning methods such as Thompson sampling (TS), which
can adapt effectively to fluctuating channel quality. These predictions are based on indicators such as signal-
to-noise ratio (SNR) or a cross-layer approach that incorporates acknowledgment (ACK) and negative
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acknowledgment (NACK) feedback. Online learning methods are therefore well-suited to handle variations
caused by interference, fading, and attenuation. Fig. 1b shows an example of rate selection using ML models.

Figure 1: Machine Learning applications in Wi-Fi: (a) ML models for Wi-Fi channel access control via Distributed
Coordination Function (DCF), leveraging network status observations to adjust contention window parameters. (b)
ML-based adaptive link configuration, including rate selection, utilizing link status observations to adjust MCS levels.
(c) Beam sector alignment within Wi-Fi networks using ML, featuring an 8-sector AP and a 4-sector station. (d) ML
agent role in identifying compatible station groups and scheduling transmissions based on past experiences, such as
channel or buffer state information. (e) ML technique aiding APs in selecting optimal channels based on observations
like channel state information. (f) ML predicting channel occupancy for traffic balancing in multi-band APs, as shown
for device B using 5 and 6 GHz bands (α denotes load fraction). (g) ML-enabled APs learning from experience, such as
packet error rate (PER) and throughput delay, to select optimal SR configurations and enhance network performance

3.3 Beamforming with Machine Learning
Beamforming is a Wi-Fi technique used to direct signals toward specific receivers or areas. A major

challenge is selecting the optimal beam sector pairs between the transmitter and receiver. ML addresses this
problem by using historical data—such as past and current SNR values, and in some cases camera images—to
predict the best sector pairs. ML can also assist with user-to-multiple-AP association in dense deployments.
Once the beam sectors are selected, rate adaptation is required, which can be supported by ML algorithms
such as regression and Support Vector Machines (SVM) for channel classification [21]. Fig. 1c illustrates this
process. Compared with traditional exhaustive beam search methods, ML provides a more efficient solution,
while RF-based techniques continue to support channel classification.

3.4 ML for Multi-User Wi-Fi Transmissions
Recent Wi-Fi standards have introduced multi-user (MU) transmissions, enabling simultaneous data

transfers to multiple STAs through spatial multiplexing. IEEE 802.11ax (Wi-Fi 6) extended this capability
to both downlink and uplink traffic by introducing orthogonal frequency-division multiplexing access
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(OFDMA), which partitions bandwidth into resource units (RUs) allocated to individual users. In the
forthcoming IEEE 802.11be (Wi-Fi 7), the combination of multi-user multiple-input multiple-output (MU-
MIMO) and OFDMA is expected to be essential. Enhancements such as assigning multiple RUs to a single
user and adopting implicit channel sounding will further improve efficiency. However, optimizing MU
communications requires effective grouping of compatible stations, which remains a complex problem. ML
provides a promising solution by enabling adaptive station grouping and parameter configuration under
dynamic conditions. As shown in Fig. 1d, an ML agent can learn STA compatibilities and allocate larger RUs
to compatible users (e.g., STA A and STA B), while assigning smaller RUs to others (e.g., STA C). For efficient
operation in wireless local area networks (WLANs) with OFDMA, the AP must also schedule stations and
allocate resources intelligently, a task well-suited to DRL. Overall, ML techniques show strong potential in
enhancing MU communications, MU-MIMO, and OFDMA, with studies demonstrating their effectiveness
for scheduling, user selection, link adaptation, reducing channel sounding overhead, and improving resource
allocation [22–24].

3.5 ML-Based Channel Selection/Bonding
Broadening Wi-Fi channels can increase throughput but also raises the risk of contention in dense

environments with adjacent networks. To address this, ML techniques can identify optimal channel allo-
cation and bonding configurations for specific scenarios, enabling adaptive optimization. A learning agent,
for example, can monitor channel occupancy and select appropriate actions, especially when the primary
channel is idle. The optimal configuration depends on factors such as the number and location of competing
devices, basic service set (BSS) load, and channel availability. RL methods, including multi-armed bandits
(MAB) and predictive modeling, support online learning by allowing the agent to refine decisions based on
real-time observations [25,26]. Wi-Fi 7 extends support to channels up to 320 MHz, which requires adaptive
selection of both channel and width. Since MAB methods often fail to meet network or user requirements,
DRL is being explored to improve key metrics such as delay and throughput. Fig. 1e illustrates an ML-based
approach where an AP selects optimal transmission channels using channel state information.

3.6 ML-Enabled Multi-Link Operation
ML techniques enhance advanced Wi-Fi mechanisms, particularly in WLANs. For MLO, neural

networks can predict channel state information (CSI) and select the most suitable frequency band [27]. DRL
can also improve AP selection and resource distribution, thereby increasing the efficiency of distributed
MIMO transmissions [28]. NN-based models are especially effective at predicting channel conditions and
grouping stations for efficient full-duplex communication, outperforming traditional predefined methods
for channel and resource management [29]. Probabilistic neural networks further support multi-interface
utilization by forecasting interface idleness. Supervised learning has been applied to packet re-transmission
strategies, where models decide whether to retransmit on the same band or switch to an alternate band. Fig. 1f
illustrates such an application: ML predicts occupancy on the 5 and 6 GHz bands to distribute traffic
efficiently to STA B, while assigning a legacy device (STA A) to the 2.4 GHz band.

3.7 Using ML for Wi-Fi Spatial Reuse
The IEEE 802.11ax standard introduced SR, which allows concurrent transmissions among devices

from different BSSs. Although the 802.11ax SR mechanism is rule-based and conservative, it still delivers
noticeable performance gains. ML techniques can further improve SR by adapting to diverse scenarios,
leading to higher throughput and lower latency. Wi-Fi 7 (IEEE 802.11be) extends SR by enabling coordination
between neighboring APs, and ML can enhance this coordination by identifying devices that can safely
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transmit concurrently using CSI from multiple devices. For example, in Fig. 1g, two APs transmit on the same
80 MHz channel at reduced power, maximizing throughput and creating SR opportunities. RL approaches,
such as Q-learning [20] and multi-armed bandits (MABs) [30], have been applied to SR, where multiple
agents learn transmission policies by interacting with the environment. However, convergence can be diffi-
cult when agents compete without collaboration. Supervised learning methods, including NNs, multilayer
perceptrons (MLPs), and decision trees (DTs), have also been explored for selecting SR parameters based on
scenario characteristics [31]. These models are typically trained offline using datasets that represent a range
of configurations. In dense WLANs, interference can be reduced by jointly optimizing transmission power
and channel allocation. Q-learning has been applied in this context, with training guided by event-triggered
updates to reduce iterations. When network conditions change due to user mobility, the learning process is
repeated to maintain optimal resource allocation [32].

3.8 ML Applications in Multi-BSS Environments
The MAC layer faces additional complexities in multi-AP environments [33]. ML algorithms can

help mitigate these challenges by enabling optimal channel selection, user roaming optimization, dynamic
frequency selection, and strategic AP placement [4]. For example, ML can predict channels with minimal
interference and higher throughput for each AP, improving channel selection and reducing cross-
interference, as shown in the spatial reuse scenario of Fig. 1g. Device transitions between APs often
introduce latency due to re-association, but ML can predict roaming patterns and direct devices to APs
with stronger signal quality for smoother handovers. In addition, ML can support AP deployment planning
by analyzing network structure and user dynamics, helping eliminate coverage gaps and improve overall
network efficiency.

4 Challenges in Applying ML to Decentralized Wi-Fi Networks
Due to the novelty, complexity, and ongoing development of many of the above mentioned features

of ML for Wi-Fi networks, there are several areas that remain unexplored or have only been superficially
addressed. As a result, further research is necessary in this field. Indeed ML has proven its value and
importance to play a vital role in different optimization problems for Wi-Fi networks. However, ML
applications in dense Wi-Fi networks with several BSS (standalone APs) can face several challenges and
issues due to the nature of the decentralized management of shared spectrum with several BSSs. Here are
few of the key challenges and issues a decentralized Wi-Fi network environment may face:

• Interference: In a dense Wi-Fi network environment, multiple APs can cause interference, which can
negatively impact the performance of ML applications at each AP. This interference can be caused by
overlapping channels, signal reflections, and other factors.

• Latency: In a decentralized Wi-Fi network, the latency varies widely depending on the location of
the device and the AP it is connected to. This leads to delays in the transmission of data, which can
negatively impacts the performance of ML applications due to a selfish local learning strategies at each
device/AP individually.

• Security and Privacy: ML applications in dense Wi-Fi networks need to ensure that the data trans-
mitted over the network is secure and protected from malicious attacks. This can be a challenge in a
decentralized network with multiple APs, as the data can be intercepted and compromised. Therefore, in
decentralized Wi-Fi networks, exchanging learning parameters among APs may expose vulnerabilities
such as inference leakage, model poisoning, or denial-of-service (DoS) attacks on control messages.
Although a detailed evaluation is beyond the scope of this survey, several mitigation strategies can
be adopted. These include: (i) robust reward aggregation (e.g., median or trimmed minima) to resist
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malicious updates, (ii) lightweight authentication and integrity checks for beacon-like exchanges, and
(iii) privacy-preserving mechanisms such as quantization or local noise addition when sharing rewards.
Addressing these aspects is critical for practical deployment of distributed federated reinforcement
learning in future Wi-Fi networks.

• Network Congestion: As more and more devices connect to a Wi-Fi network, the network becomes
congested, leading to slower speeds and reduced performance. This can be a significant challenge for
ML applications that require high-speed data transmission.

• Resource Allocation: In a decentralized Wi-Fi network with multiple BSSs, the allocation of resources
such as bandwidth and power can be a challenge. ML applications need to be able to adapt to the changing
resource availability in order to maintain their performance. For example, in outdoor environments, ML-
enabled resource allocation techniques for intra-BSS and resource coordination methods for inter-BSS
that are aware of beamforming needs to be thoroughly explored.

• Multi-User Communication: The field of multi-user communication requires further research to
advance ML-based solutions for efficient allocation of spatial streams and resource units to active
stations, especially when confronted with realistic traffic patterns and quality-of-service (QoS) demands.
In order to improve Wi-Fi’s handling of sensitive traffic, future traffic projections should factor in
competing devices and environmental circumstances, resulting in more satisfactory worst-case latency
through resource pre-reservation. Furthermore, channel sounding can be optimized with ML techniques
by selectively requesting information from stations that are likely to be scheduled, thereby improving
overall performance.

• Spatial Reuse and Spectral Efficiency: As discussed in Section 3.7, the application of ML techniques
in optimizing SR has been extensively investigated in decentralized BSSs, where individual nodes make
decisions based on their observed inputs. However, the recent introduction of transmission opportunity
(TXOP) sharing and cooperative schemes in IEEE 802.11be (Wi-Fi 7) necessitates a different approach
that incorporates ML techniques to enhance their performance. More research is required to compare
and assess the effectiveness of these methods. Additionally, there is considerable potential for DRL to
optimize channel aggregation techniques in combination with OFDMA RU allocation.

• Decentralized Multi-Link Operation: The recently introduced new feature of Wi-Fi, called multi-link
operation, brings about numerous challenges, such as selecting optimal channels and distributing vari-
ous flows across multiple links. ML techniques could be advantageous in determining when to execute
channel switching, detecting patterns of link occupancy that favor certain traffic types, and allocating or
distributing flows across different links, especially in decentralized multi-BSSs environments.

5 Distributed Federated Reinforcement Learning Model for Decentralized Wi-Fi Networks
The FRL framework integrates two key components: a local learning model (LLM) and a global learning

model (GLM). Each AP operates as an autonomous agent that employs RL within its LLM to evaluate network
configurations based solely on local performance metrics [34]. Although RL-based methods have achieved
promising results in decentralized systems, they often struggle in multi-agent environments where agents
act independently, leading to suboptimal collective performance [20]. To address this limitation, the FRL
framework incorporates a GLM, in which multiple agents share their locally obtained rewards with either
a centralized server or neighboring agents in a decentralized setup. The aggregated global reward is then
computed from these shared experiences to guide the learning process toward a coordinated and globally
optimal policy.

FRL presents a promising approach to overcoming the challenges encountered by ML in Wi-Fi
networks. By combining the advantages of RL and FL, FRL enables each agent to learn from both its own
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experiences through the LLM and the shared experiences of other agents through the GLM. In distributed
FRL (DFRL) for decentralized Wi-Fi networks, the collective intelligence of interconnected agents can
effectively address many of the challenges faced by modern Wi-Fi systems, particularly in scenarios involving
beamforming, MLO, and multi-BSSs environments. As illustrated in Fig. 2, each agent autonomously learns
from its local environment and shares its insights with neighboring agents, contributing to the GLM.
Through this collaborative exchange, agents jointly refine their policies for channel access, power control,
and beamforming in response to dynamic network conditions and user demands. DFRL facilitates seamless
adaptation to changing environments by leveraging the diverse experiences of distributed agents, thereby
enabling network-wide optimization while minimizing interference and maximizing throughput in complex
multi-BSS deployments.

Figure 2: A Distributed Federated Reinforcement Learning (DFRL) framework for resource allocation optimization
in decentralized multi-BSS network environment

We consider MLO feature of upcoming Wi-Fi 7 as our case study and evaluate the potential performance
of using a DFRL framework.

5.1 System Model
We assume that we have a multi-BSSs environment with four APs, each associated to a single STA. In this

study, we consider a decentralized multi-link Wi-Fi network with a finite number of radio links distributed
among all AP and STA pairs. These limited resources must be allocated among competing APs to maximize
overall network performance. The system model consists of a set A of n AP-Multi-Link Devices (AP-MLDs),
denoted as A = {A1 , A2, . . . , An}, and a set S of m non-AP–Multi-Link Devices (nonAP-MLDs), represented
as S = {S1 , S2, . . . , Sm}. Each nonAP-MLD Si is associated with at least one AP-MLD A j through one or
more available links.

We define a set L of k available links at each AP-MLD and nonAP-MLD, expressed as L =
{L1 , L2, . . . , Lk}. An AP-MLD can activate one or more of these links to achieve the required transmission
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rate or throughput. The total bandwidth B j for an AP-MLD A j is defined as the sum of its activated links:

B j =
k
∑
l=1

Ll ,

where each link Ll is selected from the set L of available links. All AP-MLDs operate within the same spectral
space, meaning that multiple AP-MLDs may activate and share the same link Ll simultaneously, potentially
leading to inter-link interference.

5.1.1 Path Loss Model
We adopt the channel path loss model specified for the residential scenario in the IEEE 802.11ax

standard, as detailed in [35]. In this environment, the path loss (in dB) between an AP–MLD and a
nonAP–MLD separated by a distance d is modeled as:

PL(d) = 40.05 + 20 log10 (
fc

2.4
) + 20 log10 (min(d , db p)) + (d > db p) × 35 log10 (

d
db p
)

+ 18.3F(
F+2
F+1 −0.46) + 5W (1)

In this model, fc denotes the carrier frequency of the AP–MLD (in GHz), and db p represents the
breakpoint distance (in meters), which is set to db p = 5 in our simulations. The parameters F and W
correspond to the number of floors and walls traversed along the x- and y-axes, respectively. Following the
IEEE 802.11ax residential scenario guidelines, a shadowing standard deviation of 5 dB is applied [35].

5.1.2 Transmission Rate Estimation
Each AP–MLD estimates its achievable data transmission rate (R j ,t) using the received signal strength

indicator (RSSI) value, the previously defined path loss model, and the aggregate channel interference
observed by AP–MLD A j at time t ∈ {1, 2, 3, . . . , T}. Based on the Shannon capacity formula [36], the
achievable transmission rate for an AP–MLD is given by:

R j ,t = B j ,t × log2 (1 +
Pj ,t

I j ,t + N j
) (2)

Here, B j ,t denotes the channel bandwidth corresponding to the selected link(s) used for transmission at
time t, Pj ,t represents the received signal power, and I j ,t and N j denote the aggregate interference and noise
power for AP–MLD A j, respectively. Specifically, I j ,t is calculated as the sum of the received power from all
interfering AP–MLDs and nonAP–MLDs that operate on the same radio channels as the nonAP–MLD Si
associated with A j.

5.2 Foundational Assumptions for DFRL
To develop a framework using DFRL for decentralized link activation (LA) strategies in AP-MLD

contexts, we define a set of possible LA actions, O, for an AP-MLD j. This set, O = O1 , O2, . . . , Op, includes
all viable LA options, where p = 2k − 1 represents the total number of choices for k links, avoiding any no-link
selection to reduce dissatisfaction.

We focus on downlink traffic between an AP-MLD and its nonAP-MLD counterparts. The DFRL
framework splits into two learning environments: local (LLM) and global (GLM). In LLM, each AP-MLD
uses RL tailored to its environment. While effective for spectrum management, RL faces challenges, especially
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in multi-agent settings, leading to potentially unfair link activations as AP-MLDs prioritize their own
benefits. To overcome this, we introduce a decentralized GLM that uses federated learning to optimize
spectrum allocation collectively. AP-MLDs share learning outcomes with their neighbours to align their
strategies, tackling similar challenges together. This collaborative approach helps because an AP-MLD alone
might not fully explore its environment. By sharing experiences, AP-MLDs can learn faster and improve
overall performance.

5.3 Local Learning Model
Given that the choices made by APs are only known to a limited extent at the allocation stage, we

adapt our local learning model to a MAB framework. The MAB algorithm is employed here as a lightweight
and interpretable RL baseline to demonstrate the basic interaction between local and global rewards in the
proposed DFRL setup. This simplified choice supports conceptual clarity rather than exhaustive parameter
analysis, which is planned for future, large-scale evaluations. In this setup, each AP operates with p arms,
corresponding to the number of viable radio link options available for selection, where p represents the total
number of possible choices. The MAB framework captures the dynamics between a learning agent (in this
context, an AP) and its environment (for instance, a network of AP-STA pairs). Within this model, the agent
selects one action from a set of possible actions,O, in each round t = 1, 2, 3, ..., T . Upon selecting an action o,
the agent at AP i receives an immediate reward Ωo

i (t), which reflects the performance of the action in terms
of data rate achieved and guides future action selections. The objective for each AP, as a learning agent, is to
maximize its cumulative reward over time, thereby identifying the optimal action o∗ that yields the highest
data rate as its reward, as follows,

Ωo
i ,t = Ro

i ,t . (3)

5.4 Global Learning Model
To address the competitive decisions made by individual agents in the LLM, we integrate GLM on the

top of LLM to enable a cooperative approach in optimizing resource allocation, specifically for link activation
decisions. In the GLM framework, each AP communicates its locally determined reward to adjacent APs
through periodic, beacon-like signals. For the operation of the GLM, APs employ a Minimum Achieved
Reward (MAR) function. This function adopts the smallest reward value from those reported by neighboring
APs as the instant global reward for each action. The MAR function effectively translates an AP’s locally
calculated reward into the least satisfactory outcome linked with a given action. Consequently, the reward
for an AP i at a time step t and for an action o becomes the lowest reward observed among its contributing
neighbors, that is,

MARo(i , t) = arg min
∀n′⊆n

Ω̂o
n′ ,t (4)

In our approach, we implement a max-min fairness strategy, where a DFRL agent, specifically an AP i,
aggregates rewards (Ωo) from its subset of neighboring APs, denoted as n′ (n′ ⊆ n). It then determines its
instant global reward, ρi ,t , by selecting the smallest reward from these aggregated rewards.

Max-min fairness is a principle aimed at achieving equitable distribution in network resource allocation.
It strives to allocate as much bandwidth as possible to the users with lower data rates, thereby preventing
the squandering of network resources. The essence of this strategy is to enhance the minimum possible data
rate accessible to all network participants. In the context of a wireless network composed of links with fixed
capacities and AP-STA pairs operating over these links, our objective is to activate a selection of links for each
AP-STA pair, ensuring the data rate for each pair does not exceed the link capacity. A resource allocation is
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deemed max-min fair if increasing the data rate for one transmission necessitates the reduction of the data
rate for another, less-capable transmission.

To calculate the mean global reward for a specific action o, each AP i computes the following:

ρ̂o
i ,t =

1
V ′

V ′

∑
v=1

ρo i(V ′), (5)

This mean global reward guides the AP in selecting its subsequent action in an exploitation phase (i.e.,
with probability 1 − ε, further explain in 5.5), aiming to maximize this reward, essentially choosing o∗ =
arg max∀o ∈ Oρ̂o

i ,t to optimize its strategy.

5.5 Exploration vs. Exploitation
It is important to know that, in RL frameworks employing MAB algorithms, agents navigate the crucial

balance between exploration and exploitation. This balance dictates whether an agent should rapidly gather
new information (exploration) or optimize decisions based on current knowledge (exploitation). A key
mechanism for managing this trade-off is the implementation of a learning rate parameter (ε), which
orchestrates the balance by allocating probabilities to exploration (ε) and exploitation (1 − ε). The ε-greedy
strategy is instrumental in acquiring sufficient insights to optimize long-term rewards. However, a rapid
learning pace can result in inadequate exploration, potentially trapping the agent in sub-optimal strategies.
Conversely, a slow pace might lead to prolonged engagement with ineffective options. Thus, carefully
adjusting the learning rate is essential for achieving optimal outcomes.

6 Performance Evaluation: A Toy Scenario for DFRL Framework
We assess the efficacy of our proposed DFRL framework for decentralized link activation (LA) by

analyzing outcomes derived from a demonstrative toy scenario. Within this scenario, we deploy four
AP-MLDs randomly across a 100 × 100 m grid. Each AP-MLD establishes a connection with a singular
nonAP-MLD falling within its transmission range. Both AP-MLDs and nonAP-MLDs are outfitted with two
links (we assumed 2.4 and 5 GHz bands) designated for data transmission to their respective devices. The
simulation employs default path-loss parameters proposed for IEEE 802.11ax standards, denoted as db p =
10 and W = 3. We adopt a slow-decreasing ε value over time, specifically ε = 1√

t after 250 simulation time
steps. This gradual reduction in ε promotes early environmental exploration, transitioning to exploitation
once a substantial understanding of the network dynamics has been attained. This functional form ensures
a smooth balance between exploration and exploitation, preventing premature convergence while still
allowing the agents to adapt as the environment evolves. The choice of 1√

t offers computational simplicity
where lightweight parameter tuning is preferred. Key simulation parameters are summarized in Table 1. All
parameter values follow IEEE 802.11ax residential scenario guidelines and were selected to balance realism
with computational simplicity, ensuring that the DFRL framework’s conceptual behavior could be clearly
demonstrated without excessive system-level complexity. The modeling assumptions in this case study,
including the use of two representative frequency bands and random initial link activation, are intentionally
simplified to highlight the conceptual behavior of the proposed DFRL framework. These choices allow a
clearer interpretation of coordination effects without the added complexity of full-scale system modeling,
which is left for future work.
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Table 1: Key simulation parameters and their corresponding values used in the numerical analysis

Parameter/Description Value
AP-MLDs (n) 4

nonAP-MLDs (m, 1 per
AP-MLD) 4

Channel bandwidth (per link) 80 Mhz
Transmission power 20 dBm

Path-loss TMB as in Eq. (1)
RSSI threshold −72 dBm

Data packet size 12,000 bits
Simulations (realizations) 500
Iterations per Simulation 1000 steps
ε-Greedy parameter (ε) 1 slow decreasing

For performance assessment, we initiate our evaluation by simulating 500 randomly positioned sce-
narios employing a fixed LA scheme. This scheme enables all AP-MLDs to utilize two available links for
transmission. Subsequently, we implement a random LA scheme [33] wherein each AP-MLD activates one
or both links arbitrarily for transmission. Additionally, we conduct simulations utilizing a RL-based mecha-
nism [37] employing MAB algorithm to learn from its local environment. This mechanism exploits actions
with the highest cumulative average reward. Lastly, we employ our proposed DFRL-based mechanism, to
collaboratively determine the most suitable link(s) for activation. Within this DFRL-based framework, each
AP-MLD shares its locally computed loss function with neighboring AP-MLDs, as described in Eq. (4), and
calculates its global regret as outlined in Eq. (5). This mechanism enables AP-MLDs to select optimal actions
based on minimized global expected regret.

Fig. 3 compares the performance of four different LA strategies across the four access points (AP1-
AP4). The Fixed and Random strategies show consistently lower data rates for all APs, indicating that they
do not use the available channels efficiently. In contrast, the RL-based strategy achieves noticeably better
results by adapting to network conditions and learning from experience. The proposed DFRL approach
further improves performance by allowing APs to share information during learning, leading to fairer and
more balanced use of network resources. The boxplot in Fig. 4 clearly illustrates these improvements. With
DFRL, all APs achieve higher and more stable data rates compared to the other schemes. On average, the
DFRL-based link activation increases throughput by about 28%–35% compared to the RL-based method
and by more than 50% compared to the Fixed and Random baselines. These results demonstrate that
collaborative reward sharing helps APs make more consistent decisions and use the available spectrum more
efficiently. Overall, the DFRL approach shows strong potential for improving performance in decentralized
Wi-Fi networks.

Fig. 5 presents the empirical cumulative distribution function (CDF) of the achieved average data
rates for the four LA strategies. The CDF provides a broader view of performance by showing how often
different data rate levels are achieved across 500 simulation runs. As expected, the Fixed strategy produces
almost identical results in all realizations because every AP always uses all available links, leaving no room
for adaptation. The Random strategy performs slightly better since its stochastic behavior occasionally
reduces interference between APs, but the improvement is inconsistent. Both the RL-based and DFRL-
based approaches show a clear rightward shift in the CDF, indicating higher and more stable throughput
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across the network. Among these, DFRL achieves the best overall results by combining local learning with
collaborative reward sharing. This allows APs to make coordinated decisions that balance interference and
maximize throughput. Quantitatively, the 90th percentile data rates confirm this advantage: DFRL reaches
631.73 Mbps, followed by RL-based (467.66 Mbps), Random (416.05 Mbps), and Fixed (305.41 Mbps). These
results show that DFRL not only increases average throughput but also reduces variability across different
network conditions, demonstrating its effectiveness in decentralized Wi-Fi environments.

Figure 3: Comparison of achieved average data rate histograms for Fixed, Random, RL-based, and DFRL-based
decentralized link activation schemes across four AP-MLDs network scenarios, based on 500 different realizations

Figure 4: Performance comparison of four LA strategies across four APs (AP1, AP2, AP3, and AP4), measured by
achieved average data rates (Mbps). The boxplot highlights the efficacy of DFRL-based link activation strategy in
enhancing the performance of all APs, showcasing improved data rate distribution and resource utilization efficiency
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Figure 5: A comparison of empirical CDF of the achieved average data rates (Mbps) for Fixed, Random, RL-based, and
DFRL-based decentralized LA schemes in four AP-MLDs network scenarios (500 different realizations)

Fig. 6 presents correlation heatmaps that compare the interaction patterns among the four AP-MLDs
for each LA strategy: Fixed, Random, RL-based, and DFRL-based. Each subplot represents how strongly the
performance of one AP is correlated with that of the others, revealing how interference spreads across the
network. In the Fixed and Random schemes, the heatmaps show high positive correlations between APs,
meaning that their transmissions interfere heavily with one another, leading to lower overall throughput. The
RL-based strategy reduces these correlations, showing that learning-based decisions help APs partially avoid
overlapping transmissions and manage interference more effectively. The DFRL-based approach, however,
shows the most favorable pattern: correlations are not only weaker but even slightly negative, indicating that
APs are learning complementary behaviors rather than competing for the same spectrum. This decorrelation
reflects efficient coordination and minimal interference across APs. Overall, the DFRL strategy creates a
more balanced and interference-aware network environment, which directly contributes to the performance
gains observed in earlier figures.

Figure 6: (Continued)
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Figure 6: Heatmap comparison of correlation matrices among AP-MLDs under Fixed, Random, RL-based, and DFRL-
based link activation schemes, highlighting DFRL’s effectiveness in minimizing interference and improving network
performance

It is worth noting that the proposed DFRL framework is designed to maintain low computational
and communication overhead. Each AP only exchanges compact scalar reward values with neighboring
nodes rather than full model parameters, which minimizes bandwidth consumption and delay. This makes
the approach suitable for latency-sensitive Wi-Fi environments. Furthermore, the local decision space for
link activation remains small, ensuring lightweight computations that can be executed in real time without
specialized hardware.

7 Conclusions
In conclusion, our investigation highlights the transformative potential of integrating FRL into Wi-Fi

technology, especially with the impending adoption of Wi-Fi 7 and its successors. Our analysis, supported by
the figures presented, highlights the challenges faced by decentralized Wi-Fi networks and underscores the
importance of optimizing resource allocation and network performance across multiple autonomous APs. By
proposing and presenting the application of FRL, we unveil a pathway towards more adaptive, efficient, and
collaborative Wi-Fi networks. Our approach integrates the MAB algorithm for local learning and leverages
empirical risk minimization through local and global learning models, facilitating a nuanced understanding
and execution of decentralized multi-link activation and resource management.

The crux of our contribution lies in demonstrating, both theoretically and through simulation results
showcased in the figures, how FRL significantly elevates network performance by enabling dynamic and
intelligent link activation and resource sharing among APs. This strategy optimizes not only the immediate
network environment but also enhances the overall robustness and reliability of Wi-Fi connectivity.

As we look ahead, this work shows that advanced machine learning—especially FRL—can play a key role
in making future Wi-Fi networks more intelligent and adaptive. The results from our framework demonstrate
how decentralized learning can improve coordination and performance even in simple network setups.
While this study focuses on simulation-based validation rather than theoretical analysis, the consistent
improvements observed across multiple metrics suggest that the proposed DFRL mechanism is both stable
and fairness-oriented in practice. Formal proofs of convergence and stability will be explored in future
work to further substantiate these findings. Also, in the next stage of our research, we plan to compare the
proposed DFRL approach with other learning methods such as centralized RL, gossip learning, and actor-
critic frameworks. This will help us better understand its scalability, robustness, and advantages in larger and
more complex Wi-Fi environments.
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